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. ms3asizkdoyaBrandlusiuikiiovdoya unit 4

ms3nsizkdayatdoandlunuikiiosdoya

. NA2WadUNWUS (Association rule) uni 5
nnaswdunwus (Association rule)

. msdwundaya (Data classification) unii 7-9
Decision Tree, SVM , KNN , NN , Naive Bays

uni 10

. MSlUUvNguyala (Data clUSte"ng) K-Mean, Hierarchical Clustering

uni 10
. msaswulummn (Visualization) K-Mean, Hierarchical Clustering




unit 8 msJmundoyadouss Support Vector Machine Ssunidovdoya Data Mining (4124305)

8.1 anwkugyay SVM
8.2 aruauudikangay SVM

8.3 ns:usumsnivnuzgay SVM

8.4 misowundaya (Data Classification) asa55 SVM
8.5 guaoulunmisdrundoyadss SVM

8.6 doduoomsld SVM dsSumisduundoya

8.7 doagrvmisuszgndnisouundgayaass SVM
8.8 asu
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unit 8 msJmundoyadouss Support Vector Machine

Us:lnnyavn1SISsuUSYaIINSdV

. msidvuduvuiifiaou (Supervised Learning): uvusiasondnduoindoyanitheninu (labeled data) 13u
msmmasimuIudIndayasinniioy

. msiSgusuvuliifaou (Unsupervised Learning) : uvusiasonidnduondoyanliddheniiv idu msda
navanMMUWHAnssuUNIsEd

. msiSsuduvunofiaou (Semi-Supervised Learning): nauwaius:k3wdoyanithemnuuazlidtheninu

-l B 0

. msiSgusuvulasumao (Reinforcement Learning) : uvudiaaoniSsudsiunisnaasouaznisaouauadon
annuoaaau

RNY28Mans191s8 as. Ugwos dotlisy



unit 8 msJmundoyadouss Support Vector Machine Sxunidavdoya Data Mining (4124305)

-
unih 8 msomundayaad’sds Support Vector Machine

msuuvdayasanilugadoyalndau (training set) ua:gadayanaaau
(test set)

msuusdayasanidugadoyaidnaau (training set) ua:gadayanaaau (test set)

Wuns:usumsadrfinyluduaounmsadouazus:iiuluiaanissinsizRdoyansonisiSsuivo
1n399 (Machine Learning) lasiisiwazidsadoi:

1. yagayaidnaau (Training Data Set)

2. sagayanaadau (Test Data Set)

msuuvdoyailuduasuariyndsslikluiaamisissusvesinsaviinoiuindaiouazi
Uszansniwlumsunlulgoiuosy
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unit 8 msJmundoyadouss Support Vector Machine Sxunidavdoya Data Mining (4124305)

-
unih 8 msomundayaad’sds Support Vector Machine

msuuvdayasanilugadoyalndau (training set) ua:gadayanaaau
(test set)

1. sagayalnaau (Training Set)

A2WKLIY: gadoyardnaaudusadoyanldlumsinasuluiaa laslulaas:iinmis
1Svudoindoyazall Fokmuiomsinnudlosuuvu (patterns) ua:asuduWuSs:KID
doyaciv q 13u Joyadumwa (input features) uaz:nadws (output labels) Anndoo

nmislgo1u: lunszusunisilnaau lulaaozusumisiticasmulutdalkavisaniun
waawsondayaduwaldasvonndosvininaa
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unit 8 msJmundoyadouss Support Vector Machine Sxunidavdoya Data Mining (4124305)

-
unih 8 msomundayaad’sds Support Vector Machine

msuuvdayasanilugadoyalndau (training set) ua:gadayanaaau
(test set)

2. yagoayanadau (Test Set)

AWKMNEY: gadayanadoulluzadoyanldlumsus:iiuds:ansninvaslulaardooin
nlarnmsinasudssdoyailnaounds sadayanaaauio:zlinnldluguacounmsidnaau 1nalk
awnsnasadaauldsnluiaaansomouldadiisolanudoyalkiinlineiiunirou

mslnu: [Fudesanowuusiuazus:ansmmugasluiaalumsriinedayanliiddn m
(Kausnds:idulasluiaaiinowainsalumsnaly (generalization) dudsola

WE28Mans101sd as. Ugwost dotlisn Asst. Prof. Dr. Nattapong Songneam P.008 ‘



unit 8 msJmundoyadouss Support Vector Machine Sxunidavdoya Data Mining (4124305)

-
unih 8 msomundayaad’sds Support Vector Machine

msuuvdayasanilugadoyalndau (training set) ua:gadayanaaau
(test set)

misuuvdadou (Split Data)
misuuvdoyasonilu training set ua: test set ino:lddadoudio 9 mwudsuu
JoyauazanunuzgasUnyKa Lyu:

70/30: 70% wvovdoyadriksumisidnaau ua: 30% d@rvsunisnadau
80/20: 80% dausunisidnaau ua: 20% d@Kksunisnadau
90/10: 90% dauSunmisidnaau na: 10% d@usunisnaaau

WE28Mans101sd as. Ugwost dotlisn Asst. Prof. Dr. Nattapong Songneam P.009 ‘



unit 8 msJmundoyadouss Support Vector Machine Sxunidavdoya Data Mining (4124305)

-
unih 8 msomundayaad’sds Support Vector Machine

35 K-Fold Cross-Validation
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unit 8 msJmundoyadouss Support Vector Machine Sxunidavdoya Data Mining (4124305)

-
unih 8 msomundayaad’sds Support Vector Machine

35 K-Fold Cross-Validation
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unit 8 msJmundoyadouss Support Vector Machine Sxunidavdoya Data Mining (4124305)

-
unih 8 msomundayaad’sds Support Vector Machine

msuuvdayasanilugadoyalndau (training set) ua:gadayanaaau
(test set)

[ | B
isawalumsuusdona
- aamistiia Overfitting kainlidnisudodoya lulaaooiSsudianizsyuvuoinga
doyailnaouligvogioided dooromilikina Overfitting KSamisiulidibeawenuioya

[t
- Iluaswidalulunadans msiigadoyanaaaudorsliarvisnassoaaulaiiluiaail

asnwawnsnlumsnaluna liladssdoyaldlnaouisvogoides
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uni 8 msdmundoyadouds Support Vector Machine
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unit 8 msJmundoyadouss Support Vector Machine

Ssukiiovdoya Data Mining (4124305)

8.1 aswkugvay Support Vector Machine (SVM)

8.1 Support Vector Machine (SVM) fioo:ls

AWUKIBYaY Support Vector Machine
(SVM)

Support Vector Machine (SVM) 1ludanasiums
13uudvooinsor (Machine Learning) Agnldaksusiu
dr1uundoya (classification) nazvrunanos
(regression) laslawizogvodviidatduslunisitoiudiuun
doyauvudaonau (binary classification)

RY28MANs101sd as. Ugwost doldsu
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unit 8 msJmundoyadouss Support Vector Machine Sxunidavdoya Data Mining (4124305)

8.1 aswkugvay Support Vector Machine (SVM)

8.1 Support Vector Machine (SVM) fioa:ls

8.1 aowKw8yay Support Vector Machine (SVM)

misdundouya (classification) dos55 Support Vector Machine (SVM) 1luinataanisuldlusiudiu
Machine Learning d@ssusuidoonisuuiondudoyasoniukarsndu (classes) lassdnmiswugiuzoo SVM
fomiskivautga (decision boundary) AisuizaunaadikSunsndayalundaznduaanoiniiu Fovoulwaiis8anin
hyperplane

Support Vector Machine (SVM) 1ludanasiumisiS3sudvavinsos (Machine Learning) Agnlddksu
vudmundona (classification) nazorunanaws (regression) laslamzogwdsiidoidsolumsioudmundaya
uvudaonau (binary classification)

WE28Mans101sd as. Ugwost dotlisn Asst. Prof. Dr. Nattapong Songneam P.O15 ‘



unit 8 msJmundoyadouss Support Vector Machine

Ssukiiovdoya Data Mining (4124305)

8.2 kanmisWugugavEnwasaloniaasuundu

KannisWuguBaIFWWasSaoNIaSIUNEU

SVM riwulasmskigauia (decision boundary) fd
Raanawisauvsdoyasantlungudiv q 1a souisaidissnsn
hyperplane #olunstindoyaoglu 2 & hyperplane o:lu
Juasy udioglukaruiud hyperplane o:duWunkdoWudon
LHLUYJayasandNNu

8.2.1 Hyperplane ua: Support Vectors

- Hyperplane 1Juiduksonudonuuiodoyasonmduasaongu
g0 SVM o:wsmsumidiukuoza hyperplane nmi&s:azk1o
s:kJwdoyanvaaondu (margin) Gshwiniga

- Support Vectors doyanaglnanu hyperplane uniaa
15un31 support vectors doyaikariiludoyadrsiynldlunism
dusuvyav hyperplane

RY28MANs101sd as. Ugwost doldsu
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unit 8 msJmundoyadouss Support Vector Machine Sxunidavdoya Data Mining (4124305)

8.2 kanmisWugugavEnwasaloniaasuundu

8.2.1 Hyperplane ua: Support Vectors

Hyperplane 1JuiduskSanudonuusdoyasoniludasngu
g0 SVM  o:wmswkidiukuoygoy hyperplane nmii
szyzK19s:KIwToyanvaaandu (margin) dshwnnaa
Support Vectors doyanaslnanu hyperplane viniga
15un31 support vectors doyaisariidudayadrsinginlsiu
msKidiuKuvyav hyperplane

RYIUMANS101sT as. UgWos dollay Asst. Prof. Dr. Nattapong Songneam



Data Mining (4124305)

Sukilovdoya

£
(1]
()
c
bn
c
(o]
wn
bn
c
(o]
Q.
@
a}
-
(1]
4
-
(m)]
(Y
(]
et
o.
e
0
(7]
<

A hyperplanein R3

S
)
<
=
n
)
e
=
5
S
0
)
=
=
)
»
®
o
S
1
@
S
=
0
1
=
=
G

o v
£
S
(1)
m ] et ..I.:-1..:-“.::..::4::." ..... -
L o L et S o
(%) ' ' .- 1 ' ' '
a - A ot e
“ L UII- lllll 1 l-'l- Il-l-llll.ll ey b
’ i 3T
o c . g .- L
' ' -
"N o o O 2
0 T | B . 5 :
3 1 1 1 -a
w [ ' . - ‘&
'S ‘O " P 2
4 K e e e e i 3
= = ©c oy s a8 S
m e ' ! ' ' v o ()
= oN o e e st SEEETEEEET TEELS £ b %
= : mu . g . Q e
(7] " 1 " " “ " ' m
|l © a £ 1 G 4 e g
s | ke e o T S PR A R | Pt e B -
- = & b iy e e &
e ;B “oo ‘o O k]
: : - . - ! 't £ 2
U A T LV "W - “ (g ] nlh.”.'v 00 N




unit 8 msJmundoyadouss Support Vector Machine Sxunidavdoya Data Mining (4124305)

8.2.2 Kernel Trick

{fuvronsni doyaliawsnuvsusnlddosduasoluNuiiau (input space) SVM awnsanls Kernel Trick lums
wWasudoyaludonuiliky (feature space) Aawisnuvousnld doosrwvas Kernel Adsulslaun:
- Linear Kernel: 5ilodayaansauusladssiduass
- Polynomial Kernel: sshsnuindoyailusareidinalkavisnuvousnld
- Radial Basis Function (RBF) Kernel: l§d@ssudayanliamnsauuolalusunian

8.2.3 samisilosarniylu SVM
- C (Regularization Parameter): iudonouaumsgouliiiadofanaraludoyadn (training data) shicozili
lunasouliinadodanaradioudo=awisn generalized fudoyalkiildadu singoo=wersumikliddodanaraludoya

dniasudidsodomsiiia overfitting
- v (Gamma): Wumisiiiaasvay Kernel 1du RBF #v0:mkuadidoyaudazoao:iinavintisgidsslalumsmiveuiya

WE28Mans101sd as. Ugwost dotlisn Asst. Prof. Dr. Nattapong Songneam P.O19 ‘



unit 8 msJmundoyadouss Support Vector Machine Ssunidovdoya Data Mining (4124305)

mWnuaaviionisiviuzay Support Vector
Machine (SVM) Ilawii hyperplane nuuodaua »
aonilJuaaondu uaziduds:nuaasiv margin  lasil
support vectors 1lusandudanuiduds:nodaoodiu

Margin
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unit 8 msJmundoyadouss Support Vector Machine Sxunidavdoya Data Mining (4124305)

. msiaSsudaya (Data Preparation)

. msuuvdaya (Data Splitting)

. msidanua:udasilioas (Feature Scaling)

. msidonuazilnluiaa (Model Selection and Training)

. msnadauluiaa (Model Testing)

. msuSuusolulaa (Model Optimization)

. mslgouluiaa (Model Deployment)
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unit 8 msJmundoyadouss Support Vector Machine Sxunidavdoya Data Mining (4124305)

8.3.1 mswaSsudaya (Data Preparation)

1. msm§auz‘iaqa (Data from sklearn import datasets
Preparation) from sklearn.model_selection import train_test_split

. . from sklearn.preprocessing import StandardScaler
sousoudoya: ISUduAduNISSIUSINFadayan

doonisdun 18u Joyaniilioas (features)
uazthemnu (labels) ﬁs:qus:lnnuaoz‘jauua from sklearn.metrics import classification_report,
maswazaladoya: mdansousudoyanviam accuracy_score

doyarawala kSadoyanliaoandaoniu
msudacsilioas (Feature Engineering): K1n
Wiwasiludonsuksadoyaldokuoaky d:dov data = datasets.load_breast_cancer()
wdaslFosglusUuvunanisnloutdnd SVM  la X = data.data

13u msl8inatn One-Hot Encoding KSo Bag
of Words d@ssuganoiu

from sklearn.svm import SVC

# lkaadoyadoodio

y = data.target

WE28Mans101sd as. Ugwost dotlisn Asst. Prof. Dr. Nattapong Songneam P.022 ‘



unit 8 msJmundoyadouss Support Vector Machine Ssunidovdoya Data Mining (4124305)

8.3.2 msuuvdaya (Data Splitting)

2. msuuvdaya (Data Splitting)

- uuodoyasonuyailn (Training Set) uazganaaau (Test Set): lasundo:uusdayasanidu 70-80%
assSuilnluiaa ua: 20-30% @msunaaouluiaa iwaliuutosluaalilagnilndorsdoyanldlumsus:ibuna

predict o

RYIUMANS101sT as. UgWos dollay Asst. Prof. Dr. Nattapong Songneam



unit 8 msJmundoyadouss Support Vector Machine Sxunidavdoya Data Mining (4124305)

8.3.2 msuuvdaya (Data Splitting)

2. msuuvdaya (Data Splitting)

- uuodoyasonuyailn (Training Set) uazganaaau (Test Set): lasundo:uusdayasanidu 70-80%
assSuilnluiaa ua: 20-30% @msunaaouluiaa iwaliuutosluaalilagnilndorsdoyanldlumsus:ibuna

# lkaadayadoosin
data = datasets.load_breast_cancer() X = data.data y = data.target
# uwuodayaldugadnuazganaaau

X_train, X_test, y_train, y_test = train_test_split(X, y, test_size=0.3, random_state=42)

WE28Mans101sd as. Ugwost dotlisn Asst. Prof. Dr. Nattapong Songneam P.024 ‘



unit 8 msJmundoyadouss Support Vector Machine Sxunidavdoya Data Mining (4124305)

8.3.3 misidaanua:udavsilioas (Feature Scaling)

3. msiaanua:udavilioas (Feature Scaling)

+ udaoilioas (Feature Scaling): A10asd19 q assadludavsinlndifisonu tdalk SVM rirowuldi

Us:andnmuindu lasundo:l8ms Standardization k8o Normalization iiaudasiioaslRaglugoosin
TG

# 1 Feature Scaling
scaler = StandardScaler()
X_train = scaler.fit_transform(X_train)

X_test = scaler.transform(X_test)

WE28Mans101sd as. Ugwost dotlisn Asst. Prof. Dr. Nattapong Songneam P.025 ‘



unit 8 msJmundoyadouss Support Vector Machine Sxunidavdoya Data Mining (4124305)

8.3.4 msidonua:ilnlulaa (Model Selection and Training)

4. msidonuazilnluiaa (Model Selection and Training)

. 13on Kernel: SVM awnsald kernel nuandiwnulumsdinundoya 1du linear, polynomial, RBF
(Radial Basis Function) ua:zdu ¢

dnluiaa (Training the Model): Bgadayaidlnlumsiln SVM luiaa lasmiskivauiva (hyperplane)
awnsnusnUs:innyavdayasanoiniulddnga

# 1donuazéln SVM luaa
model = SVC(kernel='linear’)

model.fit(X_train, y_train)

WE28Mans101sd as. Ugwost dotlisn Asst. Prof. Dr. Nattapong Songneam P.026 ‘



unit 8 msJmundoyadouss Support Vector Machine Sxunidavdoya Data Mining (4124305)

8.3.5 msnaaauluiaa (Model Testing)

5. msnaadauluiaa (Model Testing)

nmuewa (Prediction): Bluicanondnuindslumsiwnewanudoyaluganaaau
Us:iiduwaaws (Evaluation): Sanowwiugizasluiaadssmisldwasndio 9 13u Accuracy, Precision, Recall, F1-
score iWaUs:iudimsdundoyaiius:ansmminegsla

# rwnewauazus:iuluoa
y_pred = model.predict(X_test)
print("Accuracy:”, accuracy_score(y_test, y_pred))

print("Classification Report:\n", classification_report(y_test, y_pred))
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unit 8 msJmundoyadouss Support Vector Machine Ssunkijoodoya Data Mining (4124305)

8.3.6 msusuusoluiaa (Model Optimization)

6. msusuusoluioa (Model Optimization)

msUsSusimisiiiaas (Hyperparameter Tuning): UsSusmisiliiaa$sas SVM 13u C, gamma, ua: kernel idomisin
mikluoaiius:ansmngoda
Cross-Validation: 1&inaiia Cross-Validation 13u k-fold cross-validation iNoasooaaunsuanavavasluiaa
uazdaonums overfitting

WE28Mans101sd as. Ugwost dotlisn Asst. Prof. Dr. Nattapong Songneam P.028 ‘



unit 8 msJmundoyadouss Support Vector Machine Sxunidavdoya Data Mining (4124305)

8.3.7 msloiuluioa (Model Deployment)

7. msldouluiaa (Model Deployment)

Deploy: iolutnaiius:ansmntdgonauds awnsniluldoruosolumssundoyalsi q la

WE28Mans101sd as. Ugwost dotlisn Asst. Prof. Dr. Nattapong Songneam P.029 ‘



unit 8 msJmundoyadouss Support Vector Machine Ssunidovdoya Data Mining (4124305)

8.4.1 dioswyadaya Breast Cancer Dataset 91n scikit-learn

doa8wgadoya Breast Cancer Dataset o1n scikit-learn

Breast Cancer Dataset 91n scikit-learn ugadayaniinldassumsissudidodnuaznissuunds:inn sadoyad
UsznouddgdayagoodUosuzsSodun lasidauauidnldsiksumssunsiqiosiiuzisaduundaly
gadoya Breast Cancer Dataset 010 scikit-learn 1udyskaimisdruunds:inn (classification) aldsmunisaduziSosndu

Malignant (uziSo$wusv) — 0
Benign (uzi$oliswsuss) - 1
[nsvasiovoo Breast Cancer Dataset
91uosudayaddroasv (Samples): 569 drod1
91uouiioas (Features): 30 Wioasidodiolas (numeric features)
theniiu (Target): 0 = uziSostaliswusy (benign), 1 = uzSosiiadvusy (malignant)
Wiwoslugadona

Awos 30 dalugadoyaiiinusdosnunuaniddy q govtsaduziSotdul 1u aua, sUsw, anwisyuliisu, A2IUNS:A1Y, ua:
du ¢

WEouMaNsS101sd as. lgWosi dotlisn Asst. Prof. Dr. Nattapong Songneam P.030 ‘



unit 8 msJmundoyadouss Support Vector Machine Ssunidovdoya Data Mining (4124305)

8.4.1 drogwdaya Breast Cancer Dataset 91n scikit-learn

doa&d1wdoya Breast Cancer Dataset 91n scikit-learn

Breast Cancer Dataset 01n scikit-learn lugagoyaniinldaiksumsiSsusidoanuazmssuunds:inn sadoyalus:naudsudouna

goorUssuzSadnuy lasiamuauianlddiksumssrunsfiosiivnsoduunkdaly

mean worst
mean mean mean worst worst worst
. . mean area |smoothnes ] ) worst area |smoothnes |target

radius texture perimeter ks radius texture perimeter -

17.99 10.38 12280 10010 0.11840 25.38 17.33 184.60 2019.0 0.16220 o
20.57 17.77 132.90 1326.0 0.08474 2499 23.41 158.80 1956.0 0.12380 0
19.69 21.25 130.00 12030 0.10960 23.57 25.53 152.50 1709.0 0.14440 o
11.42 20.38 77.58 386.1 0.14250 1491 26.50 98.87 567.7 0.20980 0
20.29 1434 135.10 12970 0.10030 22.54 16.67 152.20 15750 0.13740 o

RY28MANs101sd as. Ugwost doldsu
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unit 8 msJmundoyadouss Support Vector Machine Ssunidovdoya Data Mining (4124305)

8.4.1 [Usunsu Breast Cancer Dataset 91n scikit-learn

from sklearn import datasets

from sklearn.model_selection import train_test_split

from sklearn.preprocessing import StandardScaler

from sklearn.svm import SVC
from sklearn.metrics import classification_report, accuracy_score it e

Accuracy: ©.9766881871345829
Classification Report:
precision recall fl-score  support

# lkaadoyadoodo
data = datasets.load_breast_cancer() 1o ess e om0
X = data.data ro o 007 697 ooy in

e a.97 B8.97 8.97 63

weiphted avg 8.93 B.98 8.938 171

y = data.target

PS D:\DataAnalytics_Project> []

# uvodoyallugadlnuazganaaau
X_train, X_test, y_train, y_test = train_test_split(X, y, test_size=0.3, random_state=42)

WE28Mans101sd as. Ugwost dotlisn Asst. Prof. Dr. Nattapong Songneam P.032 ‘



unit 8 msJmundoyadouss Support Vector Machine Ssunidovdoya Data Mining (4124305)

8.4.1 [Usunsu Breast Cancer Dataset 91n scikit-learn

# i Feature Scaling m

scaler = StandardScaler()
X_train = scaler.fit_transform(X_train) .
X_test = scaler.transform(X_test) 95UY

# 1donua:iln SVM luiaa [fadoaehoiild Breast Cancer Dataset 91n scikit-learn
model = SVC(kernel='linear’) isxiims Standard Scaling iiaudasdeyaliiiviasidoulnaifisonu
model fit(X_train, y_train) ontuinluioa SVM lasld linear kernel ua:Us:iiunadns

# rimunewaunazus:iiuluioa

y_pred = model.predict(X_test)

print("Accuracy:”, accuracy_score(y_test, y_pred))
print(“Classification Report:\n", classification_report(y_test, y_pred))

RYIUMANS101sT as. UgWos dollay Asst. Prof. Dr. Nattapong Songneam
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unit 8 msJmundoyadouss Support Vector Machine Ssunidovdoya Data Mining (4124305)

8.4.1 [Usunsu Breast Cancer Dataset 91n scikit-learn

Meam raviids mean ttextiure  Meain sermiter  mear:itare Mean rvera
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unit 8 msJmundoyadouss Support Vector Machine Ssunidovdoya Data Mining (4124305)

8.4.1 [Usunsu Breast Cancer Dataset 91n scikit-learn
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unit 8 msJmundoyadouss Support Vector Machine Sxunidavdoya Data Mining (4124305)

8.5 misUs:undlidnuwoasaoniaaosuundu SVM

8.5 msus:andlidmwasaoniaasuundu SVM pnlslusankarzoiu 1su:

misoadiawiio: [Blumsusnaraiioaanoiniu

misdmundiva; (Susndiwasanfuanduksaliaudu

misasaodudan: (Flusrummiieusnianoonoinankadd
q1s:‘>ms1:ﬁua:51uunUs:mnuaowaéu:éonc‘nuu (Breast Cancer Dataset 91n scikit-learn)
du ¢

SVM 1Judanasiuniusz:ansmwunlumsdinundoya losamiziiodrusuamuanid (features) i
uINN315WoUdI81Y (samples) udioroiddodrnalumslnudoyadiusuviniiiovoinaciududousaoms
AU
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unit 8 msJmundoyadouss Support Vector Machine Ssunkijoodoya Data Mining (4124305)

8.5.1 msuUs:gndlgdwnasaoniaasuundu SVM lumisoasiawiio

msuUs:andldmmosaioniaosuundu (Support Vector Machine, SVM) lumsoadrareiioidun
Gguuin oy nanwawisnyay SVM lumsusndoayandudousanilunaranuandiviuagiouiugr lasiam:
Waanwiiavavudazunnadsduuunuancvnuagvdalou 1wu Msidsudodnus dolag KSauludanisaasunsy

1o 9
guaaulumsih SVM nislumsoasiarwiio:
. mswaSsudaya (Data Preparation)
. msudasmuawiialfiludayaidodoias (1u sUuuu grayscale kSo binary)
. msasluiaa SVM
. msinluiaa (Model Training)
. msnaadaulutaa (Model Testing)
. msuUsuudvluiaa (Model Tuning)
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unit 8 msJmundoyadouss Support Vector Machine Sxunidavdoya Data Mining (4124305)

8.5.1 msuUs:gndlgdwnasaoniaasuundu SVM lumisoasiawiio

doogromisisoiu SVM lumsusnaraio:

1. msoadrdolavidsuiio (Handwritten Digit Recognition) 13u msld SVM fugiudoya MNIST go1du
siudoyaninudayanindolas 0-9 nildguaseie

2. msoadarwiduksSasvuuumsidsuarsiiotanizuana goansathlulslumsigoddoau
3. msl8 SVM awsu OCR (Optical Character Recognition) inathuindasarsiioidudodnus

| |
~ =l

SVM awisnasiowadawsndidainisldilioasuaz-wisidiaasinikuizay uazawisndanisivaiu
dudouvovaruioldogroiius:ansnin
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unit 8 msJmundoyadouss Support Vector Machine Sxunidavdoya Data Mining (4124305)

8.5.1 msuUs:gndlgdwnasaoniaasuundu SVM lumisoasiawiio

doodgromslddnwasaoniaasuundu (SVM) lumsoasiarsiiodousiudoya MNIST  lasldnin
Python ua:lausis scikit-learn

# duinlausisnsnudu PartO1 LecO8_Classification_ MNIST_SVM.py
from sklearn import datasets

from sklearn.model_selection import train_test_split e etiaion  recall f1-scors  support
from sklearn.svm import SVC

from sklearn.metrics import classification_report, accuracy_s«
import matplotlib.pyplot as plt

PS D:\DataAnalytics Project» & C:/Users/User/AppData/Loca

1.e8 1.e8 1.e8 EE]
1.88 1.e8 1.e8 28
1.08 1.00 1.00 33
1.e8 8.97 8.99 ELS
1.88 1.e8 1.e8 46
0.938 0.98 0.98 47
8.97 1.e8 .99 35
0.97 8.97 8.97 34
1.00 1.00 1.00 36
8.97 8.97 8.97 48

# lkaagwudoya MNIST g A
digits = datasets.load_digits()

[T NC I SV STV R}

weighted avg 8.99 8.99 8.99 368

PS D:\DataAnalytics Project>
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unit 8 msJmundoyadouss Support Vector Machine Sxunidavdoya Data Mining (4124305)

8.5.1 msuUs:gndlgdwnasaoniaasuundu SVM lumisoasiawiio

# uaavdrogrvdayaarsijo m LecO8_Classification_ MNIST_SVM.py
plt.gray()

plt.matshow(digits.images[O])

plt.show()

# usnilioas (X) uazaawn (y)
X = digits.data # Wioas (mwarsdonnudasidu 64 Wioas)
y = digits.target # aawn (0-9)

# uuodayallugaidn (training) ua:ganaaau (test)
X_train, X_test, y_train, y_test = train_test_split(X, y, test_size=0.2, random_state=42)
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unit 8 msJmundoyadouss Support Vector Machine Sxunidavdoya Data Mining (4124305)

8.5.1 msuUs:gndlgdwnasaoniaasuundu SVM lumisoasiawiio

doagromslddwwasaoniaasuundu (SVM) lumsoadsiargilodssgiudoya MNIST lasldnivr Python ua:
lausas scikit-learn

PartO3 LecO8_Classification_ MNIST_SVM.py

# aswluiaa SVM lasls RBF kernel

svm_model = SVC(kernel="rbf’, gamma=0.001, C=10)
# dnluloa

svm_model.fit(X_train, y_train)

# mugraddsyanadau

y_pred = svm_model.predict(X_test)

# uaaomaansnouuLugE

print(f"Accuracy: {accuracy_score(y_test, y_pred)}”)

# uaavsrgvumisduun (classification report)
print(classification_report(y_test, y_pred))

# uaavdoogromaansmsmiiuny
pltmatshow(X_test[Ol.reshape(8, 8),
cmap='gray’)

plttitle(f"Predicted: {y_predI[O]}, True:
{y_test[0]}")

plt.show()
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unit 8 msJmundoyadouss Support Vector Machine Sxunidavdoya Data Mining (4124305)

8.5.1 msuUs:yndlgdwnasaoniaasuundu SVM lumisoasiawiio

doodgromslddnwasaoniaasuundu (SVM) lumsoasiarsiiodousiudoya MNIST  lasldnin
Python ua:lausis scikit-learn

asuneldia:

undlausisnsndu;

datasets @Sulkaagiudoya MNIST

train_test_split dxSunuodoya

SVC dwksuaswluiaa SVM

classification_report ua: accuracy_score d@xsuus:iiiuna

matplotlib d&xSunaaonmindoagrvdonya

[kaagwudoya MNIST:

digits = datasets.load_digits() inmslkaagiudoya MNIST Aiinwdolas 0-9 sura 8x8 Wnisa
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unit 8 msJmundoyadouss Support Vector Machine Ssunkijoodoya Data Mining (4124305)

8.5.1 msuUs:gndlgdwnasaoniaasuundu SVM lumisoasiawiio

doodgromslddnwasaoniaasuundu (SVM) lumsoasiarsiiodousiudoya MNIST  lasldnin
Python ua:lausis scikit-learn

HaaoMmWa8ijo:

15 plt.matshow() Ilouaaommwdsagwaruiiovosdolay

msuuvdala:

dayangnuuoiluzgailn (80%) uazganaaou (20%) lasldWonidu train_test_split()
asoua:dnluiaa SVM:

[uiaa SVM gnadwidudossionidu SVC() lasld RBF kernel gakuznuvdoyanliiduiduaso
msus:lijuna:

[8Wonidu accuracy_score() tAauaadsinowubug ua: classification_report() 1iouaaowadwsnissmunds:inn
dusSuucdazdolay

Laqaowaansmsnuy:;

uaaonmnddodvgardoyaganadou wiauwaawsmsmuneoinluiaa
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unit 8 msJmundoyadouss Support Vector Machine Ssunkijoodoya Data Mining (4124305)

8.6 asuU

msdwundayaiduns:usumsaringludriunisid8susvoviasoouvuiiiaau lasmslddoyanithennulu

misilnaaunazasoluleanawisnmunsus:innvasdoyalkiuld nszusumsidsouionisiassudoya misidon
danasiiv msilndauua:naaauluiaa ua:msus:ijunaluiaa sodrslEisilaluiaaninauubuginazus:ansnin

go wsouldouludrudiog agokarnsars
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unit 8 msJmundoyadouss Support Vector Machine Sxunidavdoya Data Mining (4124305)

8.6 doadlfia Support Vector Regression (SVR) lu Python d@uksumsingsininassi

Support Vector Regression (SVR) iJuinaiingas Support Vector Machine (SVM) aldaksu
msmwmemdolaguvudaliios (Regression) las SVR waswmnondunisinzavngadissumsiunagdoyan
inowwdudoaugs ua:awrsnsuiienudayanluiiluduasslaa lasld kernel trick 13u Radial Basis Function
(RBF) wdorihlimsiSsusius:ansniwuindu Sorm

® Actual Data

PS C:‘\AppServiwww\siam2dev_net\E_Learning\DataMining\DM Projects> & C:/Users/ — SVR Prediction
ec88 svm gold price prediction.py

Mean Absolute Error (MAE): 9.27875872985239

Root Mean Squared Error (RMSE): 16.4893454878360376

Predicted Prices for Unknown Days:

Day 11: $1864.46

Day 12: $1859.93

Day 13: $1874.31
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unit 8 msJmundoyadouss Support Vector Machine Sxunidavdoya Data Mining (4124305)

8.6 doadlfia Support Vector Regression (SVR) lu Python d@uksumsingsininassi

!mport numpy as np PartO1 LecO8_svm_gold_price_prediction.py
import pandas as pd

import matplotlib.pyplot as plt

from sklearn.svm import SVR

from sklearn.model_selection import train_test_split

from sklearn.preprocessing import StandardScaler

from sklearn.metrics import mean_absolute_error, mean_squared_error

# doodwdoyasinnava (auudsndusimdausassizdu)
data = {
‘Day"”. np.arange(1, 11),
‘Price” [1800, 1812, 1795, 1805, 1820, 1830, 1815, 1840, 1855, 1860]

}
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unit 8 msJmundoyadouss Support Vector Machine Sxunidavdoya Data Mining (4124305)

8.6 doadlfia Support Vector Regression (SVR) lu Python d@uksumsingsininassi

df = pd.DataFrame(data) m LecO8_svm_gold_price_prediction.py

# ninua Features (X) ua: Target (y)
X = df[['Day’]l.values
y = df['Price’l.values

# udodoyalldu Training ua: Testing set
X_train, X_test, y_train, y_test = train_test_split(X, y, test_size=0.2, random_state=42)

# a$rua: Train luiaa SVR

scaler_x = StandardScaler()

scaler_y = StandardScaler()

X_train_scaled = scaler_x.fit_transform(X_train)

y_train_scaled = scaler_y.fit_transform(y_train.reshape(-1, 1)).ravel()
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unit 8 msJmundoyadouss Support Vector Machine Sxunidavdoya Data Mining (4124305)

8.6 doadlfia Support Vector Regression (SVR) lu Python d@uksumsingsininassi

svr = SVR(kernel="rbf', C=100, gamma=0.1, epsilon=0.1)
svr.fit(X_train_scaled, y_train_scaled)
m LecO8_svm_gold_price_prediction.py

# muesinaaau

X_test_scaled = scaler_x.transform(X_test)

y_pred_scaled = svr.predict(X_test_scaled)

y_pred = scaler_y.inverse_transform(y_pred_scaled.reshape(-1, 1)).ravel()

# shwuorush Error

mae = mean_absolute_error(y_test, y_pred)
mse = mean_squared_error(y_test, y_pred)
rmse = np.sqrt(mse)
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unit 8 msJmundoyadouss Support Vector Machine Sxunidavdoya Data Mining (4124305)

8.6 doadlfia Support Vector Regression (SVR) lu Python d@uksumsingsininassi
PartO4 LecO8_svm_gold_price_prediction.py

print(f"Mean Absolute Error (MAE): {mae}")
print(f"Root Mean Squared Error (RMSE): {rmse}")

# mwemnligdn (1Bu simnoosiludun 11, 12, 13)

unknown_days = np.array([[11], [12], [13]])

unknown_days_scaled = scaler_x.transform(unknown_days)

unknown_pred_scaled = svr.predict(unknown_days_scaled)

unknown_pred = scaler_y.inverse_transform(unknown_pred_scaled.reshape(-1, 1)).ravel()

print("Predicted Prices for Unknown Days:")
for day, price in zip(unknown_days.flatten(), unknown_pred):
print(f"Day {day}: S{price:2f}")
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unit 8 msJmundoyadouss Support Vector Machine Sxunidavdoya Data Mining (4124305)

8.6 doadlfia Support Vector Regression (SVR) lu Python d@uksumsingsininassi
m LecO8_svm_gold_price_prediction.py

# Visualization

plt.scatter(X, y, color=red’, label="Actual Data(gayaosv)’)
plt.plot(X, scaler_y.inverse_transform(svr.predict(scaler_x.transform(X)).reshape(-1, 1)), color='blue’,

label='SVR Prediction’)
plt.xlabel('Day’)
plt.ylabel('Gold Price’)
plt.legend()

plt.show()
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unit 8 msJmundoyadouss Support Vector Machine

Ssukilovdoya Data Mining (4124305)

8.6 doadlfia Support Vector Regression (SVR) lu Python @uksumsingsininassi

%1 Figure 1

sasunelda:

asygadaya - 91aavdayasiNINAINISIBIU 1860 |

udaodouya - 1§ StandardScaler 1o Normalize douya

finluiaa SVR - 13 rbf kernel uazusush C, gamma, epsifial
muguazds:iiduna - sinusru MAE ua: RMSE T
muesinlisdn - mwmesimnassiluawiaa (5un 11, 12, JEEEs
210ns W - Wssulisusosonusinlulaarne 8|

PS C:\AppServiwww\siam2dev net\E_Learning\DataMining\DM Projects» & C:/Users/
ecB8 svm _gold price prediction.py

Mean Absolute Error (MAE): 9.27875872985239

Root Mean Squared Error (RMSE): 18.489346487830376

Predicted Prices for Unknown Days:

Day 11: $1864.46

Day 12: $1869.93

Day 13: $1874.31

® Actual Data
—— 5SVR Prediction ®
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unit 8 msJmundoyadouss Support Vector Machine Ssunidovdoya Data Mining (4124305)

B —
O1IVOY
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- Itsc1 MJU
- uKk1anandeudld. (n.d.). Itsci MJU. duauoin https://www.itsci.mju.ac.th
2. unaowonidulsd Softnix
- 9SS, a. (2018, 6 nuenau). 91028 K-Means ua:=nisus=gnd. Softnix. duauoin
https://www.softnix.co.th/2018/09/06/31028-k-means-uaznisus:=gnas/
3. unaowonidulsd Coraline

- Uos, s. (2018, 5 wnadmau). Customer segmentation by clustering model. Coraline.

duauoin https://www.coraline.co.th/single-post/2018/11/05/Customer-Segmentation-by-
clustering-model
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