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1. การเรียนรู้แบบมีผู้สอน (Supervised Learning): แบบจ าลองท่ีฝึกฝนจากข้อมูลท่ีมีป้ายก ากับ (labeled data) เช่น 
การท านายราคาบ้านจากข้อมูลราคาท่ีมีอยู่

2. การเรียนรู้แบบไม่มีผู้สอน (Unsupervised Learning) : แบบจ าลองท่ีฝึกฝนจากข้อมูลท่ีไม่มีป้ายก ากับ เช่น การจัด
กลุ่มลูกค้าตามพฤติกรรมการซ้ือ

3. การเรียนรู้แบบก่ึงผู้สอน (Semi -Supervised Learning): ผสมผสานระหว่างข้อมูลท่ีมีป้ายก ากับและไม่มีป้ายก ากับ

4. การเรียนรู้แบบเสริมก าลัง (Reinforcement Learning) : แบบจ าลองท่ีเรียนรู้ผ่านการทดลองและการตอบสนองจาก
สภาพแวดล้อม

วิชาเหมืองข้อมูล Data Mining ( 4124305 )

ผู้ช่วยศาสตราจารย์ ดร . นัฐพงศ์ ส่งเนียม Asst. Prof. Dr. Nattapong Songneam P.03

ประเภทของการเรียนรู้ของเคร่ือง
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คุณสมบัติของเทคนิควิธี Cluster Analysisประเภทของการเรียนรู้ของเคร่ือง

Reviews
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คุณสมบัติของเทคนิควิธี Cluster Analysis

การแบ่งข้อมูลออกเป็นชุดข้อมูลฝึกสอน (training set) และชุดข้อมูลทดสอบ (test set) 
เป็นกระบวนการส าคัญในข้ันตอนการสร้างและประเมินโมเดลการวิเคราะห์ข้อมูลหรือการเรียนรู้ของ
เคร่ือง (Machine Learning) โดยมีรายละเอียดดังน้ี :

1. ชุดข้อมูลฝึกสอน (Training Data Set)
2. ชุดข้อมูลทดสอบ (Test Data Set)

 การแบ่งข้อมูลเป็นข้ันตอนส าคัญท่ีช่วยให้โมเดลการเรียนรู้ของเคร่ืองมีความน่าเช่ือถือและมี
ประสิทธิภาพในการน าไปใช้งานจริง

การแบ่งข้อมูลออกเป็นชุดข้อมูลฝึกสอน (training set) และชุดข้อมูลทดสอบ 
(test set) 

บทท่ี 8 การจ าแนกข้อมูลด้วยวิธี Support Vector Machine8 Reviews
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คุณสมบัติของเทคนิควิธี Cluster Analysis

1. ชุดข้อมูลฝึกสอน (Training Set)
ความหมาย : ชุดข้อมูลฝึกสอนเป็นชุดข้อมูลท่ีใช้ในการฝึกสอนโมเดล โดยโมเดลจะท าการ

เรียนรู้จากข้อมูลชุดน้ี ซ่ึงหมายถึง การท าความเข้าใจรูปแบบ (patterns) และความสัมพันธ์ระหว่าง
ข้อมูลต่าง ๆ เช่น ข้อมูลอินพุต (input features) และผลลัพธ์ (output labels) ท่ีถูกต้อง

การใช้งาน : ในกระบวนการฝึกสอน โมเดลจะปรับพารามิเตอร์ภายในเพ่ือให้สามารถท านาย
ผลลัพธ์จากข้อมูลอินพุตได้อย่างถูกต้องมากท่ีสุด

การแบ่งข้อมูลออกเป็นชุดข้อมูลฝึกสอน (training set) และชุดข้อมูลทดสอบ 
(test set) 

บทท่ี 8 การจ าแนกข้อมูลด้วยวิธี Support Vector Machine
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คุณสมบัติของเทคนิควิธี Cluster Analysis

2. ชุดข้อมูลทดสอบ (Test Set)
ความหมาย: ชุดข้อมูลทดสอบเป็นชุดข้อมูลท่ีใช้ในการประเมินประสิทธิภาพของโมเดลหลังจาก

ท่ีได้ท าการฝึกสอนด้วยข้อมูลฝึกสอนแล้ว ชุดข้อมูลทดสอบน้ีจะไม่ถูกใช้ในข้ันตอนการฝึกสอน เพ่ือให้
สามารถตรวจสอบได้ว่าโมเดลสามารถท างานได้ดีเพียงใดกับข้อมูลใหม่ท่ีไม่เคยเห็นมาก่อน

การใช้งาน: ใช้เพ่ือวัดความแม่นย าและประสิทธิภาพของโมเดลใน การท านายข้อมูลท่ีไม่รู้จัก ท า
ให้สามารถประเมินได้ว่าโมเดลมีความสามารถในการท่ัวไป (generalization) ดีเพียงใด

การแบ่งข้อมูลออกเป็นชุดข้อมูลฝึกสอน (training set) และชุดข้อมูลทดสอบ 
(test set) 

บทท่ี 8 การจ าแนกข้อมูลด้วยวิธี Support Vector Machine
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คุณสมบัติของเทคนิควิธี Cluster Analysis

การแบ่งสัดส่วน (Split Data)
การแบ่งข้อมูลออกเป็น training set และ test set มักจะใช้สัดส่วนต่าง ๆ ตามปริมาณ

ข้อมูลและลักษณะของปัญหา เช่น :

70 /30 : 70 % ของข้อมูลส าหรับการฝึกสอน และ 30 % ส าหรับการทดสอบ
80 /20 : 80 % ส าหรับการฝึกสอน และ 20 % ส าหรับการทดสอบ
90 /10 : 90 % ส าหรับการฝึกสอน และ 10 % ส าหรับการทดสอบ

การแบ่งข้อมูลออกเป็นชุดข้อมูลฝึกสอน (training set) และชุดข้อมูลทดสอบ 
(test set) 

บทท่ี 8 การจ าแนกข้อมูลด้วยวิธี Support Vector Machine
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K -Fold Cross -Validation เป็นเทคนิคท่ีใช้เพ่ือประเมินประสิทธิภาพของโมเดลการเรียนรู้ของเคร่ือง (machine learning) โดยไม่ต้อง
ใช้ข้อมูลท้ังหมดในการฝึกสอนและทดสอบเพียงคร้ังเดียว ช่วยให้การประเมินมีความแม่นย าและน่าเช่ือถือมากข้ึน โดยเฉพาะในกรณีท่ีข้อมูล มีขนาดไม่มาก
พอหรือมีความไม่สมดุลในการกระจายของข้อมูล
ข้ันตอนการท า K-Fold Cross -Validation
1. แบ่งข้อมูลออกเป็น K ส่วน (Folds)

1. ข้อมูลท้ังหมดจะถูกแบ่งออกเป็น K ส่วน (folds) ท่ีมีขนาดใกล้เคียงกัน แต่ละ fold จะมีการกระจายของข้อมูลท่ีหลากหลายและครอบคลุม
2. ตัวอย่างเช่น หากมี 100 ตัวอย่างข้อมูลและเลือก K = 5 ข้อมูลจะถูกแบ่งออกเป็น 5 fold แต่ละ fold จะมี 20  ตัวอย่าง

2. วนรอบการฝึกสอนและทดสอบ K คร้ัง
1. ในแต่ละรอบ (iteration) หน่ึงใน K fold จะถูกใช้เป็นชุดทดสอบ (Testing Set) และอีก K -1 fold ท่ีเหลือจะถูกใช้เป็นชุดฝึกสอน 

(Training Set)
2. โมเดลจะถูกฝึกด้วยข้อมูล K -1 fold และทดสอบด้วย fold ท่ีถูกเลือกให้เป็นชุดทดสอบ
3. ท าเช่นน้ีซ้ าไปเร่ือย ๆ จนครบท้ัง K fold โดยในแต่ละคร้ัง fold ท่ีใช้เป็นชุดทดสอบจะแตกต่างกัน

3. เฉล่ียผลการทดสอบ
1. หลังจากการทดสอบ K คร้ังเสร็จส้ิน จะน าผลการทดสอบจากแต่ละรอบมาค านวณค่าเฉล่ีย เพ่ือให้ได้ประเมินประสิทธิภาพของโมเดลโดยรวม
2. ค่าเฉล่ียน้ีสามารถเป็นค่าความแม่นย า (accuracy), ค่าเฉล่ียความคลาดเคล่ือน (mean error), หรือค่าประสิทธิภาพอ่ืน ๆ ท่ีเหมาะสมกับงานท่ี

ท า

คุณสมบัติของเทคนิควิธี Cluster Analysisวิธี K -Fold Cross -Validation
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ข้อดีของ K-Fold Cross -Validation
•ลด Bias : โดยการใช้ข้อมูลท้ังหมดในการฝึกสอนและทดสอบ ท าให้ผลการประเมินมีความเป็นกลางมากข้ึน
•ลด Variance : เน่ืองจากใช้ข้อมูลหลายชุดในการฝึกสอนและทดสอบ ผลลัพธ์ท่ีได้จึงมีความน่าเช่ือถือมากข้ึนและมีความเสถียร
•ใช้ข้อมูลอย่างมีประสิทธิภาพ : K -Fold ใช้ข้อมูลทุกตัวอย่างในการฝึกสอนและทดสอบ ท าให้ไม่สูญเสียข้อมูลในการประเมิน

ข้อเสียของ K-Fold Cross -Validation
•ใช้เวลามากข้ึน: เน่ืองจากต้องท าการฝึกสอนและทดสอบ K คร้ัง เวลาในการค านวณจะเพ่ิมข้ึนอย่างมากโดยเฉพาะกับข้อมูลขนาดใหญ่
•การปรับพารามิเตอร์ท่ีซับซ้อน : การเลือกค่า K ท่ีเหมาะสมอาจต้องทดลองหลายคร้ัง และในบางกรณี K ท่ีแตกต่างกันอาจให้ผลลัพธ์ท่ีแตกต่างกัน

การเลือกค่า K ท่ีเหมาะสม
•โดยท่ัวไป ค่า K ท่ีใช้บ่อยคือ 5  หรือ 10  เน่ืองจากให้ความสมดุลระหว่างความแม่นย าและเวลาท่ีใช้ในการค านวณ
•ส าหรับข้อมูลขนาดใหญ่ท่ีใช้เวลามาก อาจเลือก K ท่ีน้อยลง เช่น K = 3
•ส าหรับข้อมูลขนาดเล็ก การใช้ค่า K ท่ีมากข้ึน (เช่น K = 10 ) อาจช่วยเพ่ิมความแม่นย าในการประเมิน

K -Fold Cross -Validation เป็นวิธีท่ีมีประสิทธิภาพและเป็นท่ีนิยมในการประเมินโมเดล สามารถใช้กับปัญหาต่าง ๆ ท้ังการจ าแนก 
(classification) และ การท านายค่า (regression)

คุณสมบัติของเทคนิควิธี Cluster Analysisวิธี K -Fold Cross -Validation
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คุณสมบัติของเทคนิควิธี Cluster Analysis

เหตุผลในการแบ่งข้อมูล
- ลดการเกิด Overfitting  หากไม่มีการแบ่งข้อมูล โมเดลอาจเรียนรู้เฉพาะรูปแบบจากชุด

ข้อมูลฝึกสอนเพียงอย่างเดียว ซ่ึงอาจท าให้เกิด Overfitting หรือการท างานไม่ดีเม่ือเจอกับข้อมูล
ใหม่

- เพ่ิมความเช่ือม่ันในผลลัพธ์ การมีชุดข้อมูลทดสอบช่วยให้สามารถตรวจสอบได้ว่าโมเดลมี
ความสามารถในการท่ัวไปท่ีดี ไม่ได้จ าแค่ข้อมูลฝึกสอนเพียงอย่างเดียว

การแบ่งข้อมูลออกเป็นชุดข้อมูลฝึกสอน (training set) และชุดข้อมูลทดสอบ 
(test set) 

บทท่ี 8 การจ าแนกข้อมูลด้วยวิธี Support Vector Machine
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คุณสมบัติของเทคนิควิธี 
Cluster Analysis

การจ าแนกข้อมูลด้วยวิธี 
Support Vector 

Machine
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คุณสมบัติของเทคนิควิธี Cluster Analysis

ความหมายของ Support Vector Machine 
(SVM) 

Support Vector Machine (SVM) เป็นอัลกอริทึมการ
เรียนรู้ของเคร่ือง (Machine Learning) ท่ีถูกใช้ส าหรับงาน
จ าแนกข้อมูล ( classification)  และงานถดถอย 
(regression)  โดยเฉพาะอย่างย่ิงมีช่ือเสียงในการท างานจ าแนก
ข้อมูลแบบสองกลุ่ม (binary classification)

8.1 Support Vector Machine (SVM) คืออะไร

8.1 ความหมายของ Support Vector Machine (SVM)
8
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8.1 ความหมายของ Support Vector Machine (SVM) 

การจ าแนกข้อมูล (classification) ด้วยวิธี Support Vector Machine (SVM) เป็นเทคนิคท่ีนิยมใช้ในงานด้าน 
Machine Learning ส าหรับงานท่ีต้องการแบ่งกลุ่มข้อมูลออกเป็นหลายกลุ่ม (classes) โดยหลักการพ้ืนฐานของ SVM 
คือการหาขอบเขต (decision boundary) ท่ีเหมาะสมท่ีสุดส าหรับแยกข้อมูลในแต่ละกลุ่มออกจากกัน ซ่ึงขอบเขตน้ีเรียกว่า 
hyperplane

Support Vector Machine (SVM) เป็นอัลกอริทึมการเรียนรู้ของเคร่ือง (Machine Learning) ท่ีถูกใช้ส าหรับ
งานจ าแนกข้อมูล (classification) และงานถดถอย (regression) โดยเฉพาะอย่างย่ิงมีช่ือเสียงในการท างานจ าแนกข้อมูล
แบบสองกลุ่ม (binary classification)

คุณสมบัติของเทคนิควิธี Cluster Analysis8.1 Support Vector Machine (SVM) คืออะไร

8.1 ความหมายของ Support Vector Machine (SVM)
8
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หลักการพ้ืนฐานของซัพพอร์ตเวกเตอร์ แมกชีน
SVM ท างานโดยการหาขอบเขต (decision boundary) ท่ีดี

ท่ีสุดท่ีสามารถแบ่งข้อมูลออกเป็นกลุ่มต่าง ๆ ได้ ขอบเขตน้ีเรียกว่า 
hyperplane ซ่ึงในกรณีท่ีข้อมูลอยู่ใน 2 มิติ hyperplane จะเป็น
เส้นตรง แต่ถ้าอยู่ในหลายมิติ hyperplane จะเป็นพ้ืนท่ีหรือพ้ืนผิวท่ี
แบ่งข้อมูลออกจากกัน

8.2.1 Hyperplane และ Support Vectors
- Hyperplane เป็นเส้นหรือพ้ืนผิวท่ีแบ่งข้อมูลออกเป็นสองกลุ่ม 

ซ่ึง SVM จะพยายามหาต าแหน่งของ hyperplane ท่ีท าให้ระยะห่าง
ระหว่างข้อมูลท้ังสองกลุ่ม (margin) มีค่ามากท่ีสุด 

- Support Vectors ข้อมูลท่ีอยู่ใกล้กับ hyperplane มากท่ีสุด 
เรียกว่า support vectors ข้อมูลเหล่าน้ีเป็นข้อมูลส าคัญท่ีใช้ในการหา
ต าแหน่งของ hyperplane

วิชาเหมืองข้อมูล Data Mining ( 4124305 )
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8.2.1 Hyperplane และ Support Vectors

- Hyperplane เป็นเส้นหรือพ้ืนผิวท่ีแบ่งข้อมูลออกเป็นสองกลุ่ม 
ซ่ึง SVM จะพยายามหาต าแหน่งของ hyperplane ท่ีท าให้
ระยะห่างระหว่างข้อมูลท้ังสองกลุ่ม (margin) มีค่ามากท่ีสุด 

- Support Vectors ข้อมูลท่ีอยู่ใกล้กับ hyperplane มากท่ีสุด 
เรียกว่า support vectors ข้อมูลเหล่าน้ีเป็นข้อมูลส าคัญท่ีใช้ใน
การหาต าแหน่งของ hyperplane
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8.2.2 Kernel Trick
ในบางกรณี ข้อมูลไม่สามารถแบ่งแยกได้ด้วยเส้นตรงในพ้ืนท่ีเดิม (input space) SVM สามารถใช้ Kernel Trick ในการ

เปล่ียนข้อมูลไปยังพ้ืนท่ีใหม่ (feature space) ท่ีสามารถแบ่งแยกได้ ตัวอย่างของ Kernel ท่ีนิยมใช้ได้แก่ :
- Linear Kernel: ใช้เม่ือข้อมูลสามารถแบ่งได้ด้วยเส้นตรง
- Polynomial Kernel: ขยายพ้ืนท่ีข้อมูลเป็นหลายมิติเพ่ือให้สามารถแบ่งแยกได้
- Radial Basis Function (RBF) Kernel: ใช้ส าหรับข้อมูลท่ีไม่สามารถแบ่งได้ในพ้ืนท่ีเดิม

8.2.3 ค่าพารามิเตอร์ส าคัญใน SVM
- C (Regularization Parameter): เป็นตัวควบคุมการยอมให้เกิดข้อผิดพลาดในข้อมูลฝึก (training data) ค่าท่ีต่ าจะท าให้

โมเดลยอมให้เกิดข้อผิดพลาดบ้างแต่จะสามารถ generalized กับข้อมูลใหม่ได้ดีข้ึน ค่าท่ีสูงจะพยายามท าให้ไม่มีข้อผิดพลาดในข้อมูล
ฝึกเลยแต่เส่ียงต่อการเกิด overfitting

- γ (Gamma): เป็นพารามิเตอร์ของ Kernel เช่น RBF ซ่ึงจะก าหนดว่าข้อมูลแต่ละจุดจะมีผลมากน้อยเพียงใดในการหาขอบเขต

วิชาเหมืองข้อมูล Data Mining ( 4124305 )
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ภาพท่ีแสดงถึงการท างานของ Support Vector 
Machine (SVM) โดยมี hyperplane ท่ีแบ่งข้อมูล
ออกเป็นสองกลุ่ม และเส้นประท่ีแสดงถึง margin โดยมี 
support vectors เป็นจุดท่ีสัมผัสกับเส้นประท้ังสองด้าน
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1. การเตรียมข้อมูล (Data Preparation)

2. การแบ่งข้อมูล (Data Splitting)

3. การเลือกและแปลงฟีเจอร์ (Feature Scaling)

4. การเลือกและฝึกโมเดล (Model Selection and Training)

5. การทดสอบโมเดล (Model Testing)

6. การปรับปรุงโมเดล (Model Optimization)

7. การใช้งานโมเดล (Model Deployment)
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คุณสมบัติของเทคนิควิธี Cluster Analysis

1. การเตรียมข้อมูล (Data 
Preparation)

• รวบรวมข้อมูล : เร่ิมต้นด้วยการรวบรวมชุดข้อมูลท่ี
ต้องการจ าแนก เช่น ข้อมูลท่ีมีฟีเจอร์ (features)  
และป้ายก ากับ (labels) ท่ีระบุประเภทของข้อมูล

• ท าความสะอาดข้อมูล : ก าจัดหรือปรับข้อมูลท่ีขาดหาย 
ข้อมูลผิดพลาด หรือข้อมูลท่ีไม่สอดคล้องกัน

• การแปลงฟีเจอร์ (Feature Engineering):  หาก
ฟีเจอร์เป็นข้อความหรือข้อมูลเชิงหมวดหมู่ จะต้อง
แปลงให้อยู่ในรูปแบบท่ีสามารถป้อนเข้าสู่ SVM ได้ 
เช่น การใช้เทคนิค One -Hot Encoding หรือ Bag 
of Words ส าหรับข้อความ

8.3.1 การเตรียมข้อมูล (Data Preparation)

from sklearn import datasets

from sklearn.model_selection import train_test_split

from sklearn.preprocessing import StandardScaler

from sklearn.svm import SVC

from sklearn.metrics import classification_report , 

accuracy_score

# โหลดข้อมูลตัวอย่าง

data = datasets.load_breast_cancer ()

X = data.data

y = data.target
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คุณสมบัติของเทคนิควิธี Cluster Analysis

2. การแบ่งข้อมูล (Data Splitting)

• แบ่งข้อมูลออกเป็นชุดฝึก (Training Set) และชุดทดสอบ (Test Set):  โดยปกติจะแบ่งข้อมูลออกเป็น 70 -80 % 
ส าหรับฝึกโมเดล และ 20 -30 % ส าหรับทดสอบโมเดล เพ่ือให้แน่ใจว่าโมเดลไม่ได้ถูกฝึกด้วยข้อมูลท่ีใช้ในการประเมินผล

8.3.2 การแบ่งข้อมูล (Data Splitting)
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2. การแบ่งข้อมูล (Data Splitting)

• แบ่งข้อมูลออกเป็นชุดฝึก (Training Set) และชุดทดสอบ (Test Set):  โดยปกติจะแบ่งข้อมูลออกเป็น 70 -80 % 
ส าหรับฝึกโมเดล และ 20 -30 % ส าหรับทดสอบโมเดล เพ่ือให้แน่ใจว่าโมเดลไม่ได้ถูกฝึกด้วยข้อมูลท่ีใช้ในการประเมินผล

# โหลดข้อมูลตัวอย่าง 

data = datasets.load_breast_cancer () X = data.data y = data.target

# แบ่งข้อมูลเป็นชุดฝึกและชุดทดสอบ 

X_train , X_test , y_train , y_test = train_test_split (X, y, test_size =0.3 , random_state =42 ) 

คุณสมบัติของเทคนิควิธี Cluster Analysis8.3.2 การแบ่งข้อมูล (Data Splitting)
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3. การเลือกและแปลงฟีเจอร์ (Feature Scaling)

• แปลงฟีเจอร์ (Feature Scaling):  ฟีเจอร์ต่าง ๆ ควรอยู่ในช่วงค่าท่ีใกล้เคียงกัน เพ่ือให้ SVM  ท างานได้มี
ประสิทธิภาพมากข้ึน โดยปกติจะใช้การ Standardization หรือ Normalization เพ่ือแปลงฟีเจอร์ให้อยู่ในช่วงค่าท่ี
เหมาะสม

# ท า Feature Scaling

scaler = StandardScaler ()

X_train = scaler.fit_transform (X_train )

X_test = scaler.transform (X_test )

คุณสมบัติของเทคนิควิธี Cluster Analysis8.3.3 การเลือกและแปลงฟีเจอร์ (Feature Scaling)
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4. การเลือกและฝึกโมเดล (Model Selection and Training)

o เลือก Kernel: SVM สามารถใช้ kernel ท่ีแตกต่างกันในการจ าแนกข้อมูล เช่น linear, polynomial, RBF 
(Radial Basis Function) และอ่ืน ๆ

o ฝึกโมเดล (Training the Model): ใช้ชุดข้อมูลฝึกในการฝึก SVM โมเดล โดยการหาขอบเขต (hyperplane) ท่ี
สามารถแยกประเภทของข้อมูลออกจากกันได้ดีท่ีสุด

# เลือกและฝึก SVM โมเดล

model = SVC(kernel='linear')

model.fit (X_train , y_train )

คุณสมบัติของเทคนิควิธี Cluster Analysis8.3.4 การเลือกและฝึกโมเดล (Model Selection and Training)
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5. การทดสอบโมเดล (Model Testing)

• ท านายผล (Prediction): ใช้โมเดลท่ีถูกฝึกมาแล้วใน การท านายผลกับข้อมูลในชุดทดสอบ
• ประเมินผลลัพธ์ (Evaluation): วัดความแม่นย าของโมเดลด้วยการใช้เมตริกต่าง ๆ เช่น Accuracy, Precision, Recall, F 1-

score เพ่ือประเมินว่าการจ าแนกข้อมูลมีประสิทธิภาพเพียงใด

# ท านายผลและประเมินโมเดล

y_pred = model.predict (X_test )

print("Accuracy:", accuracy_score (y_test , y_pred ))

print("Classification Report: \ n", classification_report (y_test , y_pred ))

คุณสมบัติของเทคนิควิธี Cluster Analysis8.3.5 การทดสอบโมเดล (Model Testing)
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6. การปรับปรุงโมเดล (Model Optimization)

• การปรับค่าพารามิเตอร์ (Hyperparameter Tuning): ปรับค่าพารามิเตอร์ของ SVM เช่น C, gamma, และ kernel เพ่ือหาค่าท่ี
ท าให้โมเดลมีประสิทธิภาพสูงสุด

• Cross -Validation: ใช้เทคนิค Cross -Validation เช่น k-fold cross -validation เพ่ือตรวจสอบความสม่ าเสมอของโมเดล
และป้องกันการ overfitting

คุณสมบัติของเทคนิควิธี Cluster Analysis8.3.6 การปรับปรุงโมเดล (Model Optimization)
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7. การใช้งานโมเดล (Model Deployment)

• Deploy: เม่ือโมเดลมีประสิทธิภาพเพียงพอแล้ว สามารถน าไปใช้งานจริงในการจ าแนกข้อมูลใหม่ ๆ ได้

คุณสมบัติของเทคนิควิธี Cluster Analysis8.3.7 การใช้งานโมเดล (Model Deployment)
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ตัวอย่างชุดข้อมูล Breast Cancer Dataset จาก scikit -learn
Breast Cancer Dataset จาก scikit -learn เป็นชุดข้อมูลท่ีมักใช้ส าหรับการเรียนรู้เชิงลึกและการจ าแนกประเภท ชุดข้อมูลน้ี

ประกอบด้วยข้อมูลของผู้ป่วยมะเร็งเต้านม โดยมีคุณสมบัติท่ีใช้ส าหรับการจ าแนกว่าผู้ป่วยมีมะเร็งเต้านมหรือไม่
ชุดข้อมูล Breast Cancer Dataset จาก scikit -learn เป็นปัญหาการจ าแนกประเภท (classification ) ท่ีใช้จ าแนกเซลล์มะเร็งว่าเป็น

Malignant ( มะเร็งร้ายแรง) → 0
Benign ( มะเร็งไม่ร้ายแรง) → 1

• โครงสร้างของ Breast Cancer Dataset
• จ านวนข้อมูลตัวอย่าง (Samples): 569 ตัวอย่าง
• จ านวนฟีเจอร์ (Features): 30 ฟีเจอร์เชิงตัวเลข (numeric features)
• ป้ายก ากับ (Target): 0 = มะเร็งชนิดไม่ร้ายแรง (benign), 1 = มะเร็งชนิดร้ายแรง (malignant)
• ฟีเจอร์ในชุดข้อมูล
• ฟีเจอร์ 30 ตัวในชุดข้อมูลน้ีเก่ียวข้องกับคุณสมบัติต่าง ๆ ของเซลล์มะเร็งเต้านม เช่น ขนาด , รูปร่าง , ความเรียบเนียน , ความกระด้าง , และ

อ่ืน ๆ

คุณสมบัติของเทคนิควิธี Cluster Analysis8.4.1 ตัวอย่างชุดข้อมูล Breast Cancer Dataset จาก scikit -learn
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ตัวอย่างข้อมูล Breast Cancer Dataset จาก scikit -learn

Breast Cancer Dataset จาก scikit -learn เป็นชุดข้อมูลท่ีมักใช้ส าหรับการเรียนรู้เชิงลึกและการจ าแนกประเภท ชุดข้อมูลน้ีประกอบด้วยข้อมูล
ของผู้ป่วยมะเร็งเต้านม โดยมีคุณสมบัติท่ีใช้ส าหรับการจ าแนกว่าผู้ป่วยมีมะเร็งเต้านมหรือไม่

mean 
radius

mean 
texture

mean 
perimeter

mean area
mean 
smoothnes
s

worst 
radius

worst 
texture

worst 
perimeter

worst area
worst 
smoothnes
s

target

17.99 10.38 122.80 1001.0 0.11840 25.38 17.33 184.60 2019.0 0.16220 0

20.57 17.77 132.90 1326.0 0.08474 24.99 23.41 158.80 1956.0 0.12380 0

19.69 21.25 130.00 1203.0 0.10960 23.57 25.53 152.50 1709.0 0.14440 0

11.42 20.38 77.58 386.1 0.14250 14.91 26.50 98.87 567.7 0.20980 0

20.29 14.34 135.10 1297.0 0.10030 22.54 16.67 152.20 1575.0 0.13740 0
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from sklearn import datasets
from sklearn.model_selection import train_test_split
from sklearn.preprocessing import StandardScaler
from sklearn.svm import SVC
from sklearn.metrics import classification_report , accuracy_score

# โหลดข้อมูลตัวอย่าง
data = datasets.load_breast_cancer ()
X = data.data
y = data.target

# แบ่งข้อมูลเป็นชุดฝึกและชุดทดสอบ
X_train , X_test , y_train , y_test = train_test_split (X, y, test_size =0.3 , random_state =42 )

Part01 Lec 08 _Classification_ Breast_Cancer_SVM.py
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# ท า Feature Scaling
scaler = StandardScaler ()
X_train = scaler.fit_transform (X_train )
X_test = scaler.transform (X_test )

# เลือกและฝึก SVM โมเดล
model = SVC(kernel='linear')
model.fit (X_train , y_train )

# ท านายผลและประเมินโมเดล
y_pred = model.predict (X_test )
print("Accuracy:", accuracy_score (y_test , y_pred ))
print("Classification Report: \ n", classification_report (y_test , y_pred ))

อธิบาย

โค้ดตัวอย่างน้ีใช้ Breast Cancer Dataset จาก scikit -learn
เราท าการ Standard Scaling เพ่ือแปลงข้อมูลให้มีมาตราส่วนใกล้เคียงกัน
จากน้ันฝึกโมเดล SVM โดยใช้ linear kernel และประเมินผลลัพธ์

Part02 Lec 08 _Classification_ Breast_Cancer_SVM.py
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ค าอธิบายคอลัมน์
• mean radius: รัศมีเฉล่ียของเซลล์
• mean texture: ความสม่ าเสมอของเซลล์
• mean perimeter: เส้นรอบวงเฉล่ียของเซลล์
• mean area: พ้ืนท่ีเฉล่ียของเซลล์
• mean smoothness: ความเรียบเฉล่ียของเซลล์
• worst radius: รัศมีของเซลล์ท่ีแย่ท่ีสุด
• worst texture: ความสม่ าเสมอของเซลล์ท่ีแย่ท่ีสุด
• worst perimeter: เส้นรอบวงของเซลล์ท่ีแย่ท่ีสุด
• worst area: พ้ืนท่ีของเซลล์ท่ีแย่ท่ีสุด
• worst smoothness: ความเรียบของเซลล์ท่ีแย่ท่ีสุด
• target: ป้ายก ากับ (0 = มะเร็งชนิดไม่ร้ายแรง , 1  = มะเร็งชนิดร้ายแรง )

ตารางน้ีแสดงฟีเจอร์หลักบางส่วนท่ีใช้ในการวิเคราะห์และจ าแนกประเภทของเซลล์มะเร็งเต้านม 

ตัวอย่างข้อมูล Breast  Cancer  Dataset  จาก scikit -learn  ในรูปแบบตาราง
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ค าอธิบายคอลัมน์
• mean radius: รัศมีเฉล่ียของเซลล์
• mean texture: ความสม่ าเสมอของเซลล์
• mean perimeter: เส้นรอบวงเฉล่ียของเซลล์
• mean area: พ้ืนท่ีเฉล่ียของเซลล์
• mean smoothness: ความเรียบเฉล่ียของเซลล์
• worst radius: รัศมีของเซลล์ท่ีแย่ท่ีสุด
• worst texture: ความสม่ าเสมอของเซลล์ท่ีแย่ท่ีสุด
• worst perimeter: เส้นรอบวงของเซลล์ท่ีแย่ท่ีสุด
• worst area: พ้ืนท่ีของเซลล์ท่ีแย่ท่ีสุด
• worst smoothness: ความเรียบของเซลล์ท่ีแย่ท่ีสุด
• target: ป้ายก ากับ (0 = มะเร็งชนิดไม่ร้ายแรง , 1  = มะเร็งชนิดร้ายแรง )

ตารางน้ีแสดงฟีเจอร์หลักบางส่วนท่ีใช้ในการวิเคราะห์และจ าแนกประเภทของ
เซลล์มะเร็งเต้านม 

ตัวอย่างข้อมูล Breast  Cancer  Dataset  จาก scikit -learn  ในรูปแบบตาราง
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คุณสมบัติของเทคนิควิธี Cluster Analysis

8.5 การประยุกต์ใช้ซัพพอร์ตเวกเตอร์แมกชีน SVM ถูกใช้ในหลากหลายงาน เช่น :

1. การจดจ าลายมือ: ใช้ในการแยกลายมือออกจากกัน
2. การจ าแนกอีเมล: ใช้แยกอีเมลออกเป็นสแปมหรือไม่สแปม
3. การตรวจจับวัตถุ: ใช้ในงานภาพเพ่ือแยกวัตถุออกจากฉากหลัง
4. การวิเคราะห์และจ าแนกประเภทของเซลล์มะเร็งเต้านม (Breast Cancer Dataset จาก scikit -learn )
5. อ่ืน ๆ

SVM เป็นอัลกอริทึมท่ีมีประสิทธิภาพมากในการจ าแนกข้อมูล โดยเฉพาะเม่ือจ านวนคุณสมบัติ (features) มี
มากกว่าจ านวนตัวอย่าง (samples) แต่ก็อาจมีข้อจ ากัดในการใช้กับข้อมูลจ านวนมากเน่ืองจากความซับซ้อนของการ
ค านวณ

8.5 การประยุกต์ใช้ซัพพอร์ตเวกเตอร์แมกชีน SVM

บทท่ี 8 การจ าแนกข้อมูลด้วยวิธี Support Vector Machine
8
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คุณสมบัติของเทคนิควิธี Cluster Analysis

การประยุกต์ใช้ซัพพอร์ตเวกเตอร์ แมกชีน (Support Vector Machine, SVM) ในการจดจ าลายมือเป็นท่ี

นิยมมาก เน่ืองจากความสามารถของ SVM ในการแยกข้อมูลท่ีซับซ้อนออกเป็นคลาสท่ีแตกต่างกันอย่างแม่นย า โดยเฉพาะ
เม่ือลายมือของแต่ละบุคคลมีรูปแบบท่ีแตกต่างกันอย่างชัดเจน เช่น การเขียนตัวอักษร ตัวเลข หรือแม้แต่การวาดรูปทรง
ต่าง ๆ
ข้ันตอนในการน า SVM มาใช้ในการจดจ าลายมือ :
 1. การเตรียมข้อมูล (Data Preparation)

2. การแปลงภาพลายมือให้เป็นข้อมูลเชิงตัวเลข (เช่น รูปแบบ grayscale หรือ binary)
3. การสร้างโมเดล SVM
4. การฝึกโมเดล (Model Training)
5. การทดสอบโมเดล (Model Testing)
6. การปรับแต่งโมเดล (Model Tuning)

8.5.1  การประยุกต์ใช้ซัพพอร์ตเวกเตอร์แมกชีน SVM ในการจดจ าลายมือ

บทท่ี 8 การจ าแนกข้อมูลด้วยวิธี Support Vector Machine
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คุณสมบัติของเทคนิควิธี Cluster Analysis

ตัวอย่างการใช้งาน SVM ในการแยกลายมือ:
1. การจดจ าตัวเลขเขียนมือ (Handwritten Digit Recognition) เช่น การใช้ SVM กับฐานข้อมูล MNIST ซ่ึงเป็น
ฐานข้อมูลท่ีเก็บข้อมูลภาพตัวเลข 0-9 ท่ีเขียนด้วยมือ
2. การจดจ าลายเซ็นหรือรูปแบบการเขียนลายมือเฉพาะบุคคล ซ่ึงสามารถน าไปใช้ในการพิสูจน์ตัวตน
3. การใช้ SVM ส าหรับ OCR (Optical Character Recognition) เพ่ือน ามาแปลงลายมือเป็นตัวอักษร

SVM  สามารถสร้างผลลัพธ์ท่ีดีเม่ือมีการใช้ฟีเจอร์และพารามิเตอร์ท่ีเหมาะสม และสามารถจัดการกับความ
ซับซ้อนของลายมือได้อย่างมีประสิทธิภาพ

8.5.1  การประยุกต์ใช้ซัพพอร์ตเวกเตอร์แมกชีน SVM ในการจดจ าลายมือ

บทท่ี 8 การจ าแนกข้อมูลด้วยวิธี Support Vector Machine
8
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คุณสมบัติของเทคนิควิธี Cluster Analysis

ตัวอย่างการใช้ซัพพอร์ตเวกเตอร์ แมกชีน (SVM) ในการจดจ าลายมือด้วยฐานข้อมูล MNIST โดยใช้ภาษา 
Python และไลบรารี scikit -learn

8.5.1  การประยุกต์ใช้ซัพพอร์ตเวกเตอร์แมกชีน SVM ในการจดจ าลายมือ

บทท่ี 8 การจ าแนกข้อมูลด้วยวิธี Support Vector Machine
8

# น าเข้าไลบรารีท่ีจ าเป็น
from sklearn import datasets
from sklearn.model_selection import train_test_split
from sklearn.svm import SVC
from sklearn.metrics import classification_report , accuracy_score
import matplotlib.pyplot as plt

# โหลดฐานข้อมูล MNIST
digits = datasets.load_digits ()

Part01 Lec 08 _Classification_ MNIST_SVM.py
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คุณสมบัติของเทคนิควิธี Cluster Analysis8.5.1  การประยุกต์ใช้ซัพพอร์ตเวกเตอร์แมกชีน SVM ในการจดจ าลายมือ

บทท่ี 8 การจ าแนกข้อมูลด้วยวิธี Support Vector Machine
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# แสดงตัวอย่างข้อมูลลายมือ
plt.gray ()
plt.matshow (digits.images [0])
plt.show()

# แยกฟีเจอร์ (X) และฉลาก (y)
X = digits.data # ฟีเจอร์ (ภาพลายมือถูกแปลงเป็น 64  ฟีเจอร์)
y = digits.target # ฉลาก (0-9)

# แบ่งข้อมูลเป็นชุดฝึก (training) และชุดทดสอบ (test)
X_train , X_test , y_train , y_test = train_test_split (X, y, test_size =0.2, random_state =42 )

Part02 Lec 08 _Classification_ MNIST_SVM.py
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คุณสมบัติของเทคนิควิธี Cluster Analysis

ตัวอย่างการใช้ซัพพอร์ตเวกเตอร์ แมกชีน (SVM) ในการจดจ าลายมือด้วยฐานข้อมูล MNIST โดยใช้ภาษา Python และ
ไลบรารี scikit -learn

8.5.1  การประยุกต์ใช้ซัพพอร์ตเวกเตอร์แมกชีน SVM ในการจดจ าลายมือ

บทท่ี 8 การจ าแนกข้อมูลด้วยวิธี Support Vector Machine
8

# สร้างโมเดล SVM โดยใช้ RBF kernel
svm_model = SVC(kernel=' rbf ', gamma=0.001 , C= 10 )
# ฝึกโมเดล
svm_model.fit (X_train , y_train )
# ท านายผลด้วยชุดทดสอบ
y_pred = svm_model.predict (X_test )
# แสดงผลลัพธ์ความแม่นย า
print( f"Accuracy : {accuracy_score (y_test , y_pred )}")

# แสดงรายงานการจ าแนก (classification report)
print( classification_report (y_test , y_pred ))

# แสดงตัวอย่างผลลัพธ์การท านาย
plt.matshow (X_test [0].reshape( 8, 8), 
cmap ='gray')
plt.title (f"Predicted : {y_pred [0]}, True: 
{y_test [0]}")
plt.show ()

Part03 Lec 08 _Classification_ MNIST_SVM.py
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คุณสมบัติของเทคนิควิธี Cluster Analysis

ตัวอย่างการใช้ซัพพอร์ตเวกเตอร์ แมกชีน (SVM) ในการจดจ าลายมือด้วยฐานข้อมูล MNIST โดยใช้ภาษา 
Python และไลบรารี scikit -learn

8.5.1 การประยุกต์ใช้ซัพพอร์ตเวกเตอร์แมกชีน SVM ในการจดจ าลายมือ

บทท่ี 8 การจ าแนกข้อมูลด้วยวิธี Support Vector Machine
8

อธิบายโค้ด:
น าเข้าไลบรารีท่ีจ าเป็น:
datasets ส าหรับโหลดฐานข้อมูล MNIST
train_test_split ส าหรับแบ่งข้อมูล
SVC ส าหรับสร้างโมเดล SVM
classification_report และ accuracy_score ส าหรับประเมินผล
matplotlib ส าหรับแสดงภาพตัวอย่างข้อมูล
โหลดฐานข้อมูล MNIST:
digits = datasets.load_digits () ท าการโหลดฐานข้อมูล MNIST ท่ีมีภาพตัวเลข 0-9 ขนาด 8x8 พิกเซล
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คุณสมบัติของเทคนิควิธี Cluster Analysis

ตัวอย่างการใช้ซัพพอร์ตเวกเตอร์ แมกชีน (SVM) ในการจดจ าลายมือด้วยฐานข้อมูล MNIST โดยใช้ภาษา 
Python และไลบรารี scikit -learn

8.5.1  การประยุกต์ใช้ซัพพอร์ตเวกเตอร์แมกชีน SVM ในการจดจ าลายมือ

บทท่ี 8 การจ าแนกข้อมูลด้วยวิธี Support Vector Machine
8

แสดงภาพลายมือ:
ใช้ plt.matshow () เพ่ือแสดงภาพตัวอย่างลายมือของตัวเลข
การแบ่งข้อมูล:
ข้อมูลถูกแบ่งเป็นชุดฝึก (80 %) และชุดทดสอบ (20 %) โดยใช้ฟังก์ชัน train_test_split ()
สร้างและฝึกโมเดล SVM:
โมเดล SVM ถูกสร้างข้ึนด้วยฟังก์ชัน SVC() โดยใช้ RBF kernel ซ่ึงเหมาะกับข้อมูลท่ีไม่เป็นเส้นตรง
การประเมินผล:
ใช้ฟังก์ชัน accuracy_score () เพ่ือแสดงค่าความแม่นย า และ classification_report () เพ่ือแสดงผลลัพธ์การจ าแนกประเภท
ส าหรับแต่ละตัวเลข
แสดงผลลัพธ์การท านาย:
แสดงภาพตัวอย่างของข้อมูลชุดทดสอบ พร้อมผลลัพธ์ การท านายจากโมเดล
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คุณสมบัติของเทคนิควิธี Cluster Analysis

8.6 สรุป

การจ าแนกข้อมูลเป็นกระบวนการส าคัญในด้านการเรียนรู้ของเคร่ืองแบบมีผู้สอน โดยการใช้ข้อมูลท่ีมีป้ายก ากับใน
การฝึกสอนและสร้างโมเดลท่ีสามารถท านายประเภทของข้อมูลใหม่ได้ กระบวนการน้ีรวมถึงการเตรียมข้อมูล การเลือก
อัลกอริทึม การฝึกสอนและทดสอบโมเดล และการประเมินผลโมเดล ซ่ึงช่วยให้เราได้โมเดลท่ีมีความแม่นย าและประสิทธิภาพ
สูง พร้อมใช้งานในด้านต่างๆ อย่างหลากหลาย

8.6 สรุป

บทท่ี 8 การจ าแนกข้อมูลด้วยวิธี Support Vector Machine
8
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Support Vector Regression (SVR) เป็นเทคนิคของ Support Vector Machine (SVM) ท่ีใช้ส าหรับ
การท านายค่าตัวเลขแบบต่อเน่ือง (Regression) โดย SVR พยายามหาฟังก์ชันท่ีเหมาะสมท่ีสุดส าหรับ การท านายข้อมูลท่ี
มีความซับซ้อนสูง และสามารถรับมือกับข้อมูลท่ีไม่เป็นเส้นตรงได้ดี โดยใช้ kernel trick เช่น Radial Basis Function 
(RBF) เพ่ือท าให้การเรียนรู้มีประสิทธิภาพมากข้ึน

8.6 ตัวอย่างโค้ด Support Vector Regression (SVR) ใน Python ส าหรับการท านายราคาทองค า

บทท่ี 8 การจ าแนกข้อมูลด้วยวิธี Support Vector Machine
8
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คุณสมบัติของเทคนิควิธี Cluster Analysis

import numpy as np
import pandas as pd
import matplotlib .pyplot as plt
from sklearn .svm import SVR
from sklearn .model_selection import train_test_split
from sklearn .preprocessing import StandardScaler
from sklearn .metrics import mean_absolute_error , mean_squared_error

# ตัวอย่างข้อมูลราคาทองค า (สมมติว่าเป็นราคาย้อนหลังรายวัน )
data = {

'Day': np.arange (1, 11 ),
'Price' : [1800 , 1812 , 1795 , 1805 , 1820 , 1830 , 1815 , 1840 , 1855 , 1860 ]

}

8.6 ตัวอย่างโค้ด Support Vector Regression (SVR) ใน Python ส าหรับการท านายราคาทองค า

บทท่ี 8 การจ าแนกข้อมูลด้วยวิธี Support Vector Machine
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df = pd.DataFrame (data )

# ก าหนด Features (X) และ Target (y)
X = df [['Day']].values
y = df ['Price' ].values

# แบ่งข้อมูลเป็น Training และ Testing set
X_train , X_test , y_train , y_test = train_test_split (X , y, test_size =0.2 , random_state =42 )

# สร้างและ Train โมเดล SVR
scaler_x = StandardScaler ()
scaler_y = StandardScaler ()
X_train_scaled = scaler_x .fit_transform (X_train )
y_train_scaled = scaler_y .fit_transform (y_train .reshape (-1, 1)).ravel ()

8.6 ตัวอย่างโค้ด Support Vector Regression (SVR) ใน Python ส าหรับการท านายราคาทองค า

บทท่ี 8 การจ าแนกข้อมูลด้วยวิธี Support Vector Machine
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คุณสมบัติของเทคนิควิธี Cluster Analysis

svr = SVR (kernel ='rbf ', C =100 , gamma =0.1 , epsilon =0.1 )
svr .fit (X_train_scaled , y_train_scaled )

# ท านายค่าทดสอบ
X_test_scaled = scaler_x .transform (X_test )
y_pred_scaled = svr .predict (X_test_scaled )
y_pred = scaler_y .inverse_transform (y_pred_scaled .reshape (-1, 1)).ravel ()

# ค านวณค่า Error
mae = mean_absolute_error (y_test , y_pred )
mse = mean_squared_error (y_test , y_pred )
rmse = np.sqrt (mse )

8.6 ตัวอย่างโค้ด Support Vector Regression (SVR) ใน Python ส าหรับการท านายราคาทองค า

บทท่ี 8 การจ าแนกข้อมูลด้วยวิธี Support Vector Machine
8

วิชาเหมืองข้อมูล Data Mining ( 4124305 )บทท่ี 8 การจ าแนกข้อมูลด้วยวิธี Support Vector Machine

ผู้ช่วยศาสตราจารย์ ดร . นัฐพงศ์ ส่งเนียม Asst. Prof. Dr. Nattapong Songneam P.049ผู้ช่วยศาสตราจารย์ ดร . นัฐพงศ์ ส่งเนียม
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คุณสมบัติของเทคนิควิธี Cluster Analysis

print (f"Mean Absolute Error (MAE): {mae }")
print (f"Root Mean Squared Error (RMSE): {rmse }")

# ท านายค่าท่ีไม่รู้จัก (เช่น ราคาทองค าในวันท่ี 11 , 12 , 13 )
unknown_days = np.array ([[11 ], [12 ], [13 ]])
unknown_days_scaled = scaler_x .transform (unknown_days )
unknown_pred_scaled = svr .predict (unknown_days_scaled )
unknown_pred = scaler_y .inverse_transform (unknown_pred_scaled .reshape (-1, 1)).ravel ()

print ("Predicted Prices for Unknown Days:" )
for day, price in zip (unknown_days .flatten (), unknown_pred ):

print (f"Day {day }: ${price :.2f}")

8.6 ตัวอย่างโค้ด Support Vector Regression (SVR) ใน Python ส าหรับการท านายราคาทองค า

บทท่ี 8 การจ าแนกข้อมูลด้วยวิธี Support Vector Machine
8

วิชาเหมืองข้อมูล Data Mining ( 4124305 )บทท่ี 8 การจ าแนกข้อมูลด้วยวิธี Support Vector Machine
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คุณสมบัติของเทคนิควิธี Cluster Analysis

# Visualization
plt .scatter (X , y, color ='red', label ='Actual Data( ข้อมูลจริง )')
plt .plot (X , scaler_y .inverse_transform (svr .predict (scaler_x .transform (X )).reshape (-1, 1)), color ='blue' , 
label ='SVR Prediction' )
plt .xlabel ('Day')
plt .ylabel ('Gold Price' )
plt .legend ()
plt .show ()

8.6 ตัวอย่างโค้ด Support Vector Regression (SVR) ใน Python ส าหรับการท านายราคาทองค า

บทท่ี 8 การจ าแนกข้อมูลด้วยวิธี Support Vector Machine
8

วิชาเหมืองข้อมูล Data Mining ( 4124305 )บทท่ี 8 การจ าแนกข้อมูลด้วยวิธี Support Vector Machine

ผู้ช่วยศาสตราจารย์ ดร . นัฐพงศ์ ส่งเนียม Asst. Prof. Dr. Nattapong Songneam P.051ผู้ช่วยศาสตราจารย์ ดร . นัฐพงศ์ ส่งเนียม

Part05 Lec 08 _svm_gold_price_prediction.py



คุณสมบัติของเทคนิควิธี Cluster Analysis

ค าอธิบายโค้ด:
• สร้างชุดข้อมูล - จ าลองข้อมูลราคาทองค ารายวัน
• แปลงข้อมูล - ใช้ StandardScaler เพ่ือ Normalize ข้อมูล
• ฝึกโมเดล SVR - ใช้ rbf kernel และปรับค่า C, gamma, epsilon
• ท านายและประเมินผล - ค านวณ MAE และ RMSE
• ท านายค่าท่ีไม่รู้จัก - ท านายราคาทองค าในอนาคต (วันท่ี 11 , 12 , 13 )
• วาดกราฟ - เปรียบเทียบค่าจริงกับค่าท่ีโมเดลท านาย

8.6 ตัวอย่างโค้ด Support Vector Regression (SVR) ใน Python ส าหรับการท านายราคาทองค า

บทท่ี 8 การจ าแนกข้อมูลด้วยวิธี Support Vector Machine
8

วิชาเหมืองข้อมูล Data Mining ( 4124305 )บทท่ี 8 การจ าแนกข้อมูลด้วยวิธี Support Vector Machine
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