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คุณสมบัติของเทคนิควิธี Cluster Analysis

MLM (Machine Learning Model) คืออะไร

MLM (Machine Learning Model) หรือ

แบบจ าลองการเรียนรู้ของเคร่ือง คือการสร้างระบบท่ี

สามารถเรียนรู้และท านายข้อมูลได้จากข้อมูลท่ีได้รับการ

ฝึกฝนมาก่อนหน้าน้ี ด้วยการใช้เทคนิคต่าง ๆ ทางด้าน

วิทยาศาสตร์ข้อมูลและสถิติ แบบจ าลองการเรียนรู้ของเคร่ือง

สามารถน าไปประยุกต์ใช้ในหลายๆ ด้าน เช่น การท า นาย

ผลลัพธ์ การจัดหมวดหมู่ การวิเคราะห์ข้อมูลเชิงลึก และอ่ืนๆ

MLM (Machine Learning Model) คืออะไร
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คุณสมบัติของเทคนิควิธี Cluster Analysis

1. การเรียนรู้แบบมีผู้สอน (Supervised Learning): แบบจ าลองท่ีฝึกฝนจากข้อมูลท่ีมีป้ายก ากับ (labeled data) 
เช่น การท านายราคาบ้านจากข้อมูลราคาท่ีมีอยู่

2. การเรียนรู้แบบไม่มีผู้สอน (Unsupervised Learning) : แบบจ าลองท่ีฝึกฝนจากข้อมูลท่ีไม่มีป้ายก ากับ เช่น การ
จัดกลุ่มลูกค้าตามพฤติกรรมการซ้ือ

3. การเรียนรู้แบบก่ึงผู้สอน (Semi -Supervised Learning): ผสมผสานระหว่างข้อมูลท่ีมีป้ายก ากับและไม่มีป้าย
ก ากับ

4. การเรียนรู้แบบเสริมก าลัง (Reinforcement Learning) : แบบจ าลองท่ีเรียนรู้ผ่านการทดลองและการตอบสนอง
จากสภาพแวดล้อม

ประเภทของแบบจ าลองการเรียนรู้ของเคร่ือง
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คุณสมบัติของเทคนิควิธี Cluster Analysis

การแบ่งข้อมูลออกเป็นชุดข้อมูลฝึกสอน (training set) และชุดข้อมูลทดสอบ (test set) 
เป็นกระบวนการส าคัญในข้ันตอนการสร้างและประเมินโมเดลการวิเคราะห์ข้อมูลหรือการเรียนรู้ของ
เคร่ือง (Machine Learning) โดยมีรายละเอียดดังน้ี :

1. ชุดข้อมูลฝึกสอน (Training Set)
2. ชุดข้อมูลทดสอบ (Test Set)

 การแบ่งข้อมูลเป็นข้ันตอนส าคัญท่ีช่วยให้โมเดลการเรียนรู้ของเคร่ืองมีความน่าเช่ือถือและมี
ประสิทธิภาพในการน าไปใช้งานจริง

การแบ่งข้อมูลออกเป็นชุดข้อมูลฝึกสอน (training set) และชุดข้อมูลทดสอบ 
(test set) 
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คุณสมบัติของเทคนิควิธี Cluster Analysis

1. ชุดข้อมูลฝึกสอน (Training Set)
ความหมาย : ชุดข้อมูลฝึกสอนเป็นชุดข้อมูลท่ีใช้ในการฝึกสอนโมเดล โดยโมเดลจะท าการ

เรียนรู้จากข้อมูลชุดน้ี ซ่ึงหมายถึง การท าความเข้าใจรูปแบบ (patterns) และความสัมพันธ์ระหว่าง
ข้อมูลต่าง ๆ เช่น ข้อมูลอินพุต (input features) และผลลัพธ์ (output labels) ท่ีถูกต้อง

การใช้งาน : ในกระบวนการฝึกสอน โมเดลจะปรับพารามิเตอร์ภายในเพ่ือให้สามารถท านาย
ผลลัพธ์จากข้อมูลอินพุตได้อย่างถูกต้องมากท่ีสุด

การแบ่งข้อมูลออกเป็นชุดข้อมูลฝึกสอน (training set) และชุดข้อมูลทดสอบ 
(test set) 
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คุณสมบัติของเทคนิควิธี Cluster Analysis

2. ชุดข้อมูลทดสอบ (Test Set)
ความหมาย: ชุดข้อมูลทดสอบเป็นชุดข้อมูลท่ีใช้ในการประเมินประสิทธิภาพของโมเดลหลังจาก

ท่ีได้ท าการฝึกสอนด้วยข้อมูลฝึกสอนแล้ว ชุดข้อมูลทดสอบน้ีจะไม่ถูกใช้ในข้ันตอนการฝึกสอน เพ่ือให้
สามารถตรวจสอบได้ว่าโมเดลสามารถท างานได้ดีเพียงใดกับข้อมูลใหม่ท่ีไม่เคยเห็นมาก่อน

การใช้งาน: ใช้เพ่ือวัดความแม่นย าและประสิทธิภาพของโมเดลใน การท านายข้อมูลท่ีไม่รู้จัก ท า
ให้สามารถประเมินได้ว่าโมเดลมีความสามารถในการท่ัวไป (generalization) ดีเพียงใด

การแบ่งข้อมูลออกเป็นชุดข้อมูลฝึกสอน (training set) และชุดข้อมูลทดสอบ 
(test set) 
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คุณสมบัติของเทคนิควิธี Cluster Analysis

การแบ่งสัดส่วน (Split Data)
การแบ่งข้อมูลออกเป็น training set และ test set มักจะใช้สัดส่วนต่าง ๆ ตามปริมาณ

ข้อมูลและลักษณะของปัญหา เช่น :

70 /30 : 70 % ของข้อมูลส าหรับการฝึกสอน และ 30 % ส าหรับการทดสอบ
80 /20 : 80 % ส าหรับการฝึกสอน และ 20 % ส าหรับการทดสอบ
90 /10 : 90 % ส าหรับการฝึกสอน และ 10 % ส าหรับการทดสอบ

การแบ่งข้อมูลออกเป็นชุดข้อมูลฝึกสอน (training set) และชุดข้อมูลทดสอบ 
(test set) 
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K -Fold Cross -Validation เป็นเทคนิคท่ีใช้เพ่ือประเมินประสิทธิภาพของโมเดลการเรียนรู้ของเคร่ือง (machine learning) โดยไม่ต้อง
ใช้ข้อมูลท้ังหมดในการฝึกสอนและทดสอบเพียงคร้ังเดียว ช่วยให้การประเมินมีความแม่นย าและน่าเช่ือถือมากข้ึน โดยเฉพาะในกรณีท่ีข้อมูล มีขนาดไม่มาก
พอหรือมีความไม่สมดุลในการกระจายของข้อมูล
ข้ันตอนการท า K-Fold Cross -Validation
1. แบ่งข้อมูลออกเป็น K ส่วน (Folds)

1. ข้อมูลท้ังหมดจะถูกแบ่งออกเป็น K ส่วน (folds) ท่ีมีขนาดใกล้เคียงกัน แต่ละ fold จะมีการกระจายของข้อมูลท่ีหลากหลายและครอบคลุม
2. ตัวอย่างเช่น หากมี 100 ตัวอย่างข้อมูลและเลือก K = 5 ข้อมูลจะถูกแบ่งออกเป็น 5 fold แต่ละ fold จะมี 20  ตัวอย่าง

2. วนรอบการฝึกสอนและทดสอบ K คร้ัง
1. ในแต่ละรอบ (iteration) หน่ึงใน K fold จะถูกใช้เป็นชุดทดสอบ (Testing Set) และอีก K -1 fold ท่ีเหลือจะถูกใช้เป็นชุดฝึกสอน 

(Training Set)
2. โมเดลจะถูกฝึกด้วยข้อมูล K -1 fold และทดสอบด้วย fold ท่ีถูกเลือกให้เป็นชุดทดสอบ
3. ท าเช่นน้ีซ้ าไปเร่ือย ๆ จนครบท้ัง K fold โดยในแต่ละคร้ัง fold ท่ีใช้เป็นชุดทดสอบจะแตกต่างกัน

3. เฉล่ียผลการทดสอบ
1. หลังจากการทดสอบ K คร้ังเสร็จส้ิน จะน าผลการทดสอบจากแต่ละรอบมาค านวณค่าเฉล่ีย เพ่ือให้ได้ประเมินประสิทธิภาพของโมเดลโดยรวม
2. ค่าเฉล่ียน้ีสามารถเป็นค่าความแม่นย า (accuracy), ค่าเฉล่ียความคลาดเคล่ือน (mean error), หรือค่าประสิทธิภาพอ่ืน ๆ ท่ีเหมาะสมกับงานท่ี

ท า

คุณสมบัติของเทคนิควิธี Cluster Analysisวิธี K -Fold Cross -Validation
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ข้อดีของ K-Fold Cross -Validation
•ลด Bias : โดยการใช้ข้อมูลท้ังหมดในการฝึกสอนและทดสอบ ท าให้ผลการประเมินมีความเป็นกลางมากข้ึน
•ลด Variance : เน่ืองจากใช้ข้อมูลหลายชุดในการฝึกสอนและทดสอบ ผลลัพธ์ท่ีได้จึงมีความน่าเช่ือถือมากข้ึนและมีความเสถียร
•ใช้ข้อมูลอย่างมีประสิทธิภาพ : K -Fold ใช้ข้อมูลทุกตัวอย่างในการฝึกสอนและทดสอบ ท าให้ไม่สูญเสียข้อมูลในการประเมิน

ข้อเสียของ K-Fold Cross -Validation
•ใช้เวลามากข้ึน: เน่ืองจากต้องท าการฝึกสอนและทดสอบ K คร้ัง เวลาในการค านวณจะเพ่ิมข้ึนอย่างมากโดยเฉพาะกับข้อมูลขนาดใหญ่
•การปรับพารามิเตอร์ท่ีซับซ้อน : การเลือกค่า K ท่ีเหมาะสมอาจต้องทดลองหลายคร้ัง และในบางกรณี K ท่ีแตกต่างกันอาจให้ผลลัพธ์ท่ีแตกต่างกัน

การเลือกค่า K ท่ีเหมาะสม
•โดยท่ัวไป ค่า K ท่ีใช้บ่อยคือ 5  หรือ 10  เน่ืองจากให้ความสมดุลระหว่างความแม่นย าและเวลาท่ีใช้ในการค านวณ
•ส าหรับข้อมูลขนาดใหญ่ท่ีใช้เวลามาก อาจเลือก K ท่ีน้อยลง เช่น K = 3
•ส าหรับข้อมูลขนาดเล็ก การใช้ค่า K ท่ีมากข้ึน (เช่น K = 10 ) อาจช่วยเพ่ิมความแม่นย าในการประเมิน

K -Fold Cross -Validation เป็นวิธีท่ีมีประสิทธิภาพและเป็นท่ีนิยมในการประเมินโมเดล สามารถใช้กับปัญหาต่าง ๆ ท้ังการจ าแนก 
(classification) และ การท านายค่า (regression)

คุณสมบัติของเทคนิควิธี Cluster Analysisวิธี K -Fold Cross -Validation
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คุณสมบัติของเทคนิควิธี Cluster Analysis

เหตุผลในการแบ่งข้อมูล
- ลดการเกิด Overfitting  หากไม่มีการแบ่งข้อมูล โมเดลอาจเรียนรู้เฉพาะรูปแบบจากชุด

ข้อมูลฝึกสอนเพียงอย่างเดียว ซ่ึงอาจท าให้เกิด Overfitting หรือการท างานไม่ดีเม่ือเจอกับข้อมูล
ใหม่

- เพ่ิมความเช่ือม่ันในผลลัพธ์ การมีชุดข้อมูลทดสอบช่วยให้สามารถตรวจสอบได้ว่าโมเดลมี
ความสามารถในการท่ัวไปท่ีดี ไม่ได้จ าแค่ข้อมูลฝึกสอนเพียงอย่างเดียว

การแบ่งข้อมูลออกเป็นชุดข้อมูลฝึกสอน (training set) และชุดข้อมูลทดสอบ 
(test set) 
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คุณสมบัติของเทคนิควิธี 
Cluster Analysis
การจ าแนกข้อมูลด้วยวิธี 

Random Forest
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Random Forest คือ อัลกอริธึม การ

เรียนรู้ของเคร่ือง (Machine Learning) แบบ 

Supervised Learning ท่ีใช้ส าหรับการจ าแนก

ข้อมูล ( classification)  และ การท า นาย 

(regression) โดยเป็นการรวมผลลัพธ์จากหลายๆ 

ต้นไม้ตัดสินใจ (Decision Trees) ท่ีท างานร่วมกัน

เพ่ือให้ได้ผลลัพธ์ท่ีแม่นย าและเช่ือถือได้มากข้ึน

คุณสมบัติของเทคนิควิธี Cluster Analysis7.1 ความหมายของ Random Forest
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คุณสมบัติของเทคนิควิธี Cluster Analysis

Random Forest  หรือ "ป่าการสุ่ม " หรือ "ป่าแบบสุ่ม " เป็นวิธีการทางสถิติและการเรียนรู้ของเคร่ือง 
(machine learning) ท่ีใช้ส าหรับการจ าแนกประเภท (classification) และ การท านายค่า (regression) โดยการ
สร้างโมเดลการตัดสินใจหลายต้น (decision trees) และรวมผล การท านายจากต้นไม้หลาย ๆ ต้นเข้าด้วยกันเพ่ือลด
ความผิดพลาดของ การท านายและเพ่ิมความแม่นย า
 วิธีการ Random Forest ท างานโดยการสร้างต้นไม้การตัดสินใจจ านวนมากจากชุดข้อมูลท่ีแตกต่างกันโดย
การสุ่มตัวอย่างข้อมูลและคุณลักษณะ (features)  จากข้อมูลด้ังเดิม เม่ือได้รับผลจากต้นไม้แต่ละต้น ระบบจะใช้วิธีการ
ลงคะแนนเสียง (voting) หรือการเฉล่ีย (ในกรณีของ regression) เพ่ือให้ได้ผลลัพธ์สุดท้ายท่ีเป็น การท านายท่ีแม่นย า
และมีความเสถียรมากข้ึน

Random Forest  ถูกใช้อย่างแพร่หลายในการแก้ปัญหาต่าง ๆ เช่น การจ าแนกรูปภาพ , การพยากรณ์โรค , 
การวิเคราะห์ตลาด และอ่ืน ๆ เน่ืองจากมีความทนทานต่อ overfitting และสามารถท างานได้ดีแม้ในกรณีท่ีมีคุณลักษณะ
ท่ีไม่ส าคัญอยู่มากในชุดข้อมูล

7.1 ความหมายของ Random Forest

บทท่ี 7 การจ าแนกข้อมูลด้วยวิธี Random Forest7
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1. Ensemble Method Random Forest ใช้เทคนิคท่ีเรียกว่า "Bagging" (Bootstrap Aggregating) โดย
การสร้างต้นไม้ตัดสินใจหลาย ๆ ต้นจากการสุ่มตัวอย่างข้อมูลและคุณลักษณะ (features) ท่ีแตกต่างกันในแต่ละต้น 
จากน้ันใช้การโหวตส่วนใหญ่ (majority vote)  ในการเลือกผลลัพธ์ท่ีดีท่ีสุด

2. ลดการ Overfitting เน่ืองจาก Random Forest เป็นการรวมผลลัพธ์จากหลาย ๆ ต้นไม้ การคาดการณ์จะมี
ความเสถียรมากข้ึนและมีโอกาสเกิดการ overfitting น้อยกว่าการใช้ต้นไม้ตัดสินใจเพียงต้นเดียว

3. ความสามารถในการจัดการข้อมูลจ านวนมาก Random Forest สามารถจัดการกับข้อมูลท่ีมีจ านวนคุณลักษณะ 
(features)  มาก ๆ ได้ดี โดยเฉพาะในกรณีท่ีข้อมูลมีความซับซ้อนหรือมี noise

4. การจัดอันดับคุณลักษณะ Random Forest  สามารถใช้ในการประเมินความส าคัญของคุณลักษณะ (feature 
importance)  ซ่ึงเป็นประโยชน์ในการเลือกคุณลักษณะท่ีส าคัญท่ีสุดส าหรับการสร้างโมเดล

7.2 คุณสมบัติหลักของ Random Forest

บทท่ี 7 การจ าแนกข้อมูลด้วยวิธี Random Forest7
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7.3 กระบวนการท างานของ Random Forest

1. การสุ่มตัวอย่างข้อมูล (Bootstrap Sampling) สุ่มตัวอย่างข้อมูลจากชุดข้อมูลฝึกสอน โดยบางข้อมูลอาจถูก
เลือกซ้ าหลายคร้ัง

2. การสร้างต้นไม้ตัดสินใจ  ส าหรับแต่ละตัวอย่างท่ีสุ่มมา จะสร้างต้นไม้ตัดสินใจโดยใช้ชุดคุณลักษณะท่ีสุ่มเลือกบางส่วน
เท่าน้ัน

3. การรวมผลลัพธ์  เม่ือสร้างต้นไม้ตัดสินใจครบทุกต้นแล้ว ผลลัพธ์จากแต่ละต้นไม้จะถูกน ามารวมกัน โดยใช้การโหวต
ส่วนใหญ่ (ส าหรับการจ าแนกข้อมูล ) หรือค่าเฉล่ีย (ส าหรับการท านาย) เพ่ือให้ได้ผลลัพธ์สุดท้าย

Random Forest เป็น อัลกอริธึม ท่ีมีประสิทธิภาพและใช้งานได้หลากหลาย ท าให้เป็นท่ีนิยมอย่างมากในงานด้านข้อมูล
วิทยาศาสตร์ (data science) และการวิเคราะห์ข้อมูล

7.3 กระบวนการท างานของ Random Forest

บทท่ี 7 การจ าแนกข้อมูลด้วยวิธี Random Forest7
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7.4 การจ าแนกข้อมูล (Data Classification) ด้วยวิธี Random Forest

 การจ าแนกข้อมูล (Data Classification) ด้วยวิธี Random Forest เป็นกระบวนการท่ีใช้ใน การท านาย
หรือจัดกลุ่มข้อมูลโดยอาศัยการรวมผลลัพธ์จากต้นไม้ตัดสินใจหลายๆ ต้น เพ่ือเพ่ิมความแม่นย าใน การท านายและลดปัญหา 
overfitting ท่ีมักเกิดข้ึนเม่ือใช้ต้นไม้ตัดสินใจเพียงต้นเดียว

7.4 การจ าแนกข้อมูล (Data Classification) ด้วยวิธี Random Forest

บทท่ี 7 การจ าแนกข้อมูลด้วยวิธี Random Forest7
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1. เตรียมชุดข้อมูล
- แบ่งชุดข้อมูลเป็นสองส่วน : ชุดข้อมูลฝึกสอน (training set) และชุดข้อมูลทดสอบ (test set) เพ่ือประเมิน

ประสิทธิภาพของโมเดล
- ข้อมูลท่ีใช้ประกอบด้วยคุณลักษณะ (features) และคลาสหรือป้ายก ากับ (labels) ท่ีต้องการจ าแนก

2. สร้างต้นไม้ตัดสินใจ (Decision Trees)
- Random Forest จะสร้างต้นไม้ตัดสินใจหลายต้น โดยแต่ละต้นจะถูกสร้างจากการสุ่มเลือกตัวอย่างข้อมูลจากชุด

ข้อมูลฝึกสอน และสุ่มเลือกคุณลักษณะท่ีแตกต่างกันในแต่ละต้น
- ในการสร้างแต่ละต้นไม้ ตัดสินใจโดยใช้การแบ่งข้อมูลซ้ า ๆ กันตามคุณลักษณะต่าง ๆ จนกระท่ังถึงเง่ือนไขการหยุด 

เช่น ต้นไม้ถึงความลึกสูงสุด หรือไม่มีข้อมูลให้แบ่งอีกต่อไป

7.5 ข้ันตอนในการจ าแนกข้อมูลด้วย Random Forest

บทท่ี 7 การจ าแนกข้อมูลด้วยวิธี Random Forest7
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3. ท านายข้อมูลใหม่ (Prediction)
- เม่ือสร้างต้นไม้ตัดสินใจครบแล้ว โมเดลจะใช้ต้นไม้เหล่าน้ีใน การท า นายข้อมูลใหม่ โดยการให้แต่ละต้นไม้ท านายว่า 

ตัวอย่างข้อมูลท่ีเข้ามาอยู่ในคลาสใด
- การตัดสินใจสุดท้ายจะท าโดยการใช้วิธีการโหวตส่วนใหญ่ (majority vote) เช่น หากต้นไม้ส่วนใหญ่ท านายว่า

ตัวอย่างข้อมูลน้ันอยู่ในคลาส A โมเดลก็จะท านายว่าข้อมูลน้ันอยู่ในคลาส A

4. ประเมินประสิทธิภาพของโมเดล
- ใช้ชุดข้อมูลทดสอบในการทดสอบโมเดลท่ีสร้างข้ึน
- ประเมินผลลัพธ์โดยใช้ตัวช้ีวัดต่างๆ เช่น ความแม่นย า (accuracy), precision, recall, และ F1-score เพ่ือดูว่า

โมเดลมีประสิทธิภาพเพียงใดในการจ าแนกข้อมูล

7.5 ข้ันตอนในการจ าแนกข้อมูลด้วย Random Forest ( ต่อ)

บทท่ี 7 การจ าแนกข้อมูลด้วยวิธี Random Forest7
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7.6 ข้อดีของการใช้ Random Forest ส าหรับการจ าแนกข้อมูล

▪ ความแม่นย าสูง ด้วยการรวมผลลัพธ์จากต้นไม้หลายๆ ต้น ท าให้โมเดลสามารถต้านทาน noise ในข้อมูลได้ดีข้ึน และมี
ความแม่นย าสูงข้ึนเม่ือเทียบกับการใช้ต้นไม้ตัดสินใจเพียงต้นเดียว

▪ ลดปัญหา Overfitting Random Forest ลดความเส่ียงของการ overfitting ท่ีมักเกิดข้ึนเม่ือใช้โมเดลท่ีซับซ้อน
หรือมีความลึกมาก

▪ จัดการกับข้อมูลท่ีมีคุณลักษณะจ านวนมาก Random Forest สามารถจัดการกับชุดข้อมูลท่ีมีคุณลักษณะหลากหลาย
ได้อย่างมีประสิทธิภาพ

7.6 ข้อดีของการใช้ Random Forest ส าหรับการจ าแนกข้อมูล

บทท่ี 7 การจ าแนกข้อมูลด้วยวิธี Random Forest7
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7.7 ตัวอย่างการประยุกต์การจ าแนกข้อมูลด้วย Random Forest
ตัวอย่างข้อมูลส าหรับการจ าแนกข้อมูลด้วย Random Forest สามารถใช้ได้หลายประเภท ข้ึนอยู่กับโจทย์ท่ีต้องการ

แก้ไข น่ีคือตัวอย่างข้อมูลท่ีสามารถใช้ได้ส าหรับการจ าแนกข้อมูล

ตัวอย่างท่ี 1: การจ าแนกข้อมูลชนิดของดอกไม้ (Iris Dataset)
Iris dataset เป็นหน่ึงในชุดข้อมูลท่ีเป็นท่ีรู้จักกันดี ใช้ในการจ าแนกชนิดของดอกไม้จากคุณลักษณะต่าง ๆ เช่น ความ

ยาวและความกว้างของกลีบ

7.7 ตัวอย่างการประยุกต์การจ าแนกข้อมูลด้วย Random Forest

บทท่ี 7 การจ าแนกข้อมูลด้วยวิธี Random Forest7
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คุณลักษณะ (Features)
  - ความยาวของกลีบเล้ียง (sepal length)
  - ความกว้างของกลีบเล้ียง (sepal width)
  - ความยาวของกลีบดอก (petal length)
  - ความกว้างของกลีบดอก (petal width)

ป้ายก ากับ (Labels)
  - ชนิดของดอกไม้ เช่น Setosa , Versicolor, Virginica

7.7 ตัวอย่างการประยุกต์การจ าแนกข้อมูลด้วย Random Forest
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from sklearn.ensemble import RandomForestClassifier
from sklearn.model_selection import train_test_split
from sklearn.metrics import accuracy_score
from sklearn.datasets import load_iris # ตัวอย่างการใช้ข้อมูล
# สมมุติว่ามีชุดข้อมูล X และ y
# ในกรณีน้ี ใช้ข้อมูลตัวอย่างจาก sklearn
data = load_iris ()
X = data.data
y = data.target
# แบ่งข้อมูลเป็นชุดฝึกสอนและชุดทดสอบ
X_train , X_test , y_train , y_test = train_test_split (X, y, test_size =0.3 , random_state =42 )
# สร้างโมเดล Random Forest
model = RandomForestClassifier (n_estimators =100 , random_state =42 )
# ฝึกสอนโมเดล
model.fit (X_train , y_train )
# ท านายชุดข้อมูลทดสอบ
y_pred = model.predict (X_test )
# ประเมินผลลัพธ์
accuracy = accuracy_score (y_test , y_pred )
print("Accuracy: %. 2f%%" % (accuracy * 100 ))

7.7 ตัวอย่างการประยุกต์การจ าแนกข้อมูลด้วย Random Forest

บทท่ี 7 การจ าแนกข้อมูลด้วยวิธี Random Forest7

File: Lec 07 _01 _Random_Forest_ Iris_dataset.py

จ าแนกกลุ่มของดอกไม้
(Iris)

ตัวอย่างท่ี 1:
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from sklearn.ensemble import RandomForestClassifier
from sklearn.model_selection import train_test_split
from sklearn.metrics import accuracy_score
from sklearn.datasets import load_iris

# Load Iris dataset
data = load_iris ()
X = data.data
y = data.target

# Split the dataset into training and testing sets
X_train , X_test , y_train , y_test = train_test_split (X, y, test_size =0.3 , 
random_state =42 )

# Create and train the Random Forest model
model = RandomForestClassifier (n_estimators =100 , random_state =42 )
model.fit (X_train , y_train )

# Predict the test set
y_pred = model.predict (X_test )

7.7 ตัวอย่างการประยุกต์การจ าแนกข้อมูลด้วย Random Forest
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# Evaluate the model
accuracy = accuracy_score (y_test , y_pred )
print("Accuracy: %. 2f%%" % (accuracy * 100 ))p=obf

# Add unknown data points
unknown_data = [

[5.1 , 3.5 , 1.4 , 0.2 ],  # Example 1
[6.2 , 3.4 , 5.4 , 2.3 ],  # Example 2
[5.9 , 3.0 , 4.2 , 1.5 ]   # Example 3

]

# Predict and display results for each unknown data point
for i, sample in enumerate( unknown_data , start= 1):

prediction = model.predict ([sample])[ 0]  # Predict class for the 
sample

print( f"Unknown data point { i}: {sample} -> Predicted class: 
{prediction}")

File: Lec 07 _02 _Random_Forest_ Iris_dataset_Predict.py

ท านายชนิดของดอกไม้
(Iris)

ตัวอย่างท่ี 2:
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File: Lec 07 _02 _Random_Forest_ Iris_dataset_Predict.py

ผลลัพธ์
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คุณสมบัติของเทคนิควิธี Cluster Analysis

การพยากรณ์สภาพอากาศ (Weather Prediction)

การพยากรณ์สภาพอากาศ (Weather Prediction) เป็นการน าข้อมูลเก่ียวกับสภาพอากาศ เช่น อุณหภูมิ , ความช้ืน , ลม, และ
อ่ืนๆ มาวิเคราะห์และจ าแนกผลลัพธ์ให้เป็นประเภทต่าง ๆ เช่น ท้องฟ้าปลอดโปร่ง (Clear), มีเมฆบางส่วน (Partly Cloudy), ฝนตก 
(Rain), หรือหิมะตก (Snow) เป็นต้น สมมติว่ามีชุดข้อมูลเก่ียวกับสภาพอากาศ ซ่ึงสามารถใช้ในการจ าแนกว่าวันน้ัน ๆ จะมีฝนตกหรือไม่

- คุณลักษณะ (Features)
- อุณหภูมิ (Temperature)
- ความช้ืน (Humidity)
- ความเร็วลม (Wind Speed)
- ความกดอากาศ (Pressure)

- ป้ายก ากับ (Labels)
- จะมีฝนตก (Yes) หรือไม่ (No)

7.7 ตัวอย่างการประยุกต์การจ าแนกข้อมูลด้วย Random Forest

บทท่ี 7 การจ าแนกข้อมูลด้วยวิธี Random Forest7

การพยากรณ์สภาพอากาศ 
(Weather Prediction)

ตัวอย่างท่ี 3:



วิชาเหมืองข้อมูล (Data Mining)

Asst. Prof. Dr. Nattapong Songneam P.29

คุณสมบัติของเทคนิควิธี Cluster Analysis

import pandas as pd
from sklearn.ensemble import RandomForestClassifier
from sklearn.model_selection import train_test_split
from sklearn.metrics import accuracy_score
# สมมติว่าเรามีข้อมูลสภาพอากาศในรูปแบบ DataFrame
data = {

'Temperature': [ 30 , 25 , 20 , 28 , 22 , 19 , 35 ],
'Humidity': [ 70 , 80 , 90 , 60 , 85 , 75 , 55 ],
'Wind Speed': [ 5, 3, 8, 6, 7, 2, 9],
'Pressure': [ 1010 , 1020 , 1005 , 1015 , 1008 , 1012 , 1013 ],
'Rain': ['No', 'Yes', 'Yes', 'No', 'Yes', 'No', 'No']

}
df = pd.DataFrame (data)

7.7 ตัวอย่างการประยุกต์การจ าแนกข้อมูลด้วย Random Forest

บทท่ี 7 การจ าแนกข้อมูลด้วยวิธี Random Forest7

Part 01 Lec 07 _03 _Random_Forest_ Weather_Dataset.py

การพยากรณ์สภาพอากาศ 
(Weather Prediction)

ตัวอย่างท่ี 3:



วิชาเหมืองข้อมูล (Data Mining)

Asst. Prof. Dr. Nattapong Songneam P.30

คุณสมบัติของเทคนิควิธี Cluster Analysis

df = pd.DataFrame (data)
# แปลงป้ายก ากับเป็นตัวเลข
df ['Rain'] = df ['Rain'].map({'No': 0, 'Yes': 1})
# แบ่งข้อมูลเป็นคุณลักษณะและป้ายก ากับ
X = df.drop ('Rain', axis= 1)
y = df ['Rain']
# แบ่งข้อมูลเป็นชุดฝึกสอนและชุดทดสอบ
X_train , X_test , y_train , y_test = train_test_split (X, y, test_size =0.3, random_state =42 )
# สร้างโมเดล Random Forest
model = RandomForestClassifier (n_estimators =100 , random_state =42 )
# ฝึกสอนโมเดล
model.fit (X_train , y_train )
# ท านายชุดข้อมูลทดสอบ
y_pred = model.predict (X_test )
# ประเมินผลลัพธ์
accuracy = accuracy_score (y_test , y_pred )
print("Accuracy: %. 2f%%" % (accuracy * 100 ))

7.7 ตัวอย่างการประยุกต์การจ าแนกข้อมูลด้วย Random Forest

บทท่ี 7 การจ าแนกข้อมูลด้วยวิธี Random Forest7

การจ าแนกสภาพอากาศ 
(Weather Dataset)

ตัวอย่างท่ี 3:

Part 02 Lec 07 _03 _Random_Forest_ Weather_Dataset.py



วิชาเหมืองข้อมูล (Data Mining)

Asst. Prof. Dr. Nattapong Songneam P.30

คุณสมบัติของเทคนิควิธี Cluster Analysis

import pandas as pd
from sklearn .ensemble import RandomForestClassifier
from sklearn .model_selection import train_test_split
from sklearn .metrics import accuracy_score
# สมมติว่าเรามีข้อมูลสภาพอากาศในรูปแบบ DataFrame
data = {

'Temperature' : [30 , 25 , 20 , 28 , 22 , 19 , 35 ],
'Humidity' : [70 , 80 , 90 , 60 , 85 , 75 , 55 ],
'Wind Speed' : [5, 3, 8, 6, 7, 2, 9],
'Pressure' : [1010 , 1020 , 1005 , 1015 , 1008 , 1012 , 1013 ],
'Rain': ['No', 'Yes' , 'Yes' , 'No', 'Yes' , 'No', 'No']

}

7.7 ตัวอย่างการประยุกต์การจ าแนกข้อมูลด้วย Random Forest

บทท่ี 7 การจ าแนกข้อมูลด้วยวิธี Random Forest7

การจ าแนกสภาพอากาศ 
(Weather Dataset)

ตัวอย่างท่ี 4:

Part 01 Lec 07 _04 _Random_Forest_ Weather_Dataset _Predict .py



วิชาเหมืองข้อมูล (Data Mining)

Asst. Prof. Dr. Nattapong Songneam P.30

คุณสมบัติของเทคนิควิธี Cluster Analysis

df = pd.DataFrame (data )
df = pd.DataFrame (data )
# แปลงป้ายก ากับเป็นตัวเลข
df ['Rain'] = df ['Rain'].map ({'No': 0, 'Yes': 1})
# แบ่งข้อมูลเป็นคุณลักษณะและป้ายก ากับ
X = df.drop ('Rain', axis =1)
y = df ['Rain']
# แบ่งข้อมูลเป็นชุดฝึกสอนและชุดทดสอบ
X_train , X_test , y_train , y_test = train_test_split (X , y, test_size =0.3 , random_state =42 )
# สร้างโมเดล Random Forest
model = RandomForestClassifier (n_estimators =100 , random_state =42 )

7.7 ตัวอย่างการประยุกต์การจ าแนกข้อมูลด้วย Random Forest

บทท่ี 7 การจ าแนกข้อมูลด้วยวิธี Random Forest7

การจ าแนกสภาพอากาศ 
(Weather Dataset)

ตัวอย่างท่ี 4:

Part 02 Lec 07 _04 _Random_Forest_ Weather_Dataset _Predict .py



วิชาเหมืองข้อมูล (Data Mining)

Asst. Prof. Dr. Nattapong Songneam P.30

คุณสมบัติของเทคนิควิธี Cluster Analysis

# ฝึกสอนโมเดล
model .fit (X_train , y_train )
# ท านายชุดข้อมูลทดสอบ
y_pred = model .predict (X_test )
# ประเมินผลลัพธ์
accuracy = accuracy_score (y_test , y_pred )
print ("Accuracy: %.2f%% " % (accuracy * 100 ))
# ข้อมูล unknown 3 รายการ
unknown_data = pd.DataFrame ({

'Temperature' : [27 , 18 , 32 ],
'Humidity' : [65 , 95 , 60 ],
'Wind Speed' : [4, 10 , 7],
'Pressure' : [1011 , 1006 , 1014 ]

})

7.7 ตัวอย่างการประยุกต์การจ าแนกข้อมูลด้วย Random Forest

บทท่ี 7 การจ าแนกข้อมูลด้วยวิธี Random Forest7

การจ าแนกสภาพอากาศ 
(Weather Dataset)

ตัวอย่างท่ี 4:

Part 03 Lec 07 _04 _Random_Forest_ Weather_Dataset _Predict .py



วิชาเหมืองข้อมูล (Data Mining)

Asst. Prof. Dr. Nattapong Songneam P.30

คุณสมบัติของเทคนิควิธี Cluster Analysis

# ท านายข้อมูล unknown
predictions = model .predict (unknown_data )

# แปลงผลลัพธ์กลับเป็นข้อความ (0 -> 'No', 1 -> 'Yes')
predicted_classes = ['No' if pred == 0 else 'Yes' for pred in predictions ]

# แสดงผลลัพธ์
for i, result in enumerate (predicted_classes , 1):

print (f"Unknown data {i}: Predicted class -> {result }")

7.7 ตัวอย่างการประยุกต์การจ าแนกข้อมูลด้วย Random Forest

บทท่ี 7 การจ าแนกข้อมูลด้วยวิธี Random Forest7

การจ าแนกสภาพอากาศ 
(Weather Dataset)

ตัวอย่างท่ี 4:

Part 04 Lec 07 _04 _Random_Forest_ Weather_Dataset _Predict .py



วิชาเหมืองข้อมูล (Data Mining)

Asst. Prof. Dr. Nattapong Songneam P.31

คุณสมบัติของเทคนิควิธี Cluster Analysis

การจ าแนกการตรวจจับสแปม (Spam Detection)
ข้อมูลเก่ียวกับอีเมลสามารถใช้ในการจ าแนกว่าส่ิงน้ันเป็น สแปม (spam) หรือไม่

- คุณลักษณะ (Features)
  - จ านวนค าท่ีเป็นค าส าคัญ (number of important words)
  - ความยาวของข้อความ (length of the message)
  - การมีค าหรือวลีท่ีใช้บ่อยใน สแปม (presence of specific words or phrases)

- ป้ายก ากับ (Labels)
  - เป็นสแปม (Spam) หรือไม่เป็น สแปม (Not Spam)

ส าหรับการจ าแนกการตรวจจับ สแ ปม (Spam Detection) คุณสามารถใช้ชุดข้อมูลท่ีเป็นท่ีรู้จักและใช้กันอย่างแพร่หลาย เช่น "SMS 
Spam Collection Dataset" หรือ "UCI Machine Learning Repository's Spambase dataset" ซ่ึงประกอบด้วยข้อมูลอีเมลท่ีถูกแท็ก
ว่าเป็นสแปมหรือไม่เป็น สแปม

7.7 ตัวอย่างการประยุกต์การจ าแนกข้อมูลด้วย Random Forest

บทท่ี 7 การจ าแนกข้อมูลด้วยวิธี Random Forest7

การจ าแนกการตรวจจับสแปม 
(Spam Detection)

ตัวอย่างท่ี 5:



วิชาเหมืองข้อมูล (Data Mining)

Asst. Prof. Dr. Nattapong Songneam P.31

คุณสมบัติของเทคนิควิธี Cluster Analysis7.7 ตัวอย่างการประยุกต์การจ าแนกข้อมูลด้วย Random Forest

บทท่ี 7 การจ าแนกข้อมูลด้วยวิธี Random Forest7

ID Number of Important Words Message Length Presence of Spam Words Label

1 5 120 1 Spam
2 2 85 0 Not Spam
3 8 150 1 Spam
4 3 95 0 Not Spam

5 6 200 1 Spam
6 1 60 0 Not Spam
7 7 180 1 Spam
8 4 110 0 Not Spam
9 5 135 1 Spam

10 2 75 0 Not Spam
11 9 210 1 Spam
12 3 90 0 Not Spam
13 6 170 1 Spam
14 1 55 0 Not Spam
15 7 190 1 Spam
16 4 115 0 Not Spam
17 8 220 1 Spam
18 2 80 0 Not Spam
19 5 130 1 Spam
20 3 100 0 Not Spam

การจ าแนกการตรวจจับสแปม 
(Spam Detection)

ตัวอย่างท่ี 5:



วิชาเหมืองข้อมูล (Data Mining)

Asst. Prof. Dr. Nattapong Songneam P.21

คุณสมบัติของเทคนิควิธี Cluster Analysis

import pandas as pd
from sklearn.model_selection import train_test_split
from sklearn.feature_extraction.text import CountVectorizer
from sklearn.ensemble import RandomForestClassifier
from sklearn.metrics import accuracy_score , classification_report
import zipfile
import io
import requests

# โหลดข้อมูลจาก UCI dataset
url = "https://archive.ics.uci.edu/ml/machine -learning -databases/ 00228 /smsspamcollection.zip"
response = requests.get (url )

7.7 ตัวอย่างการประยุกต์การจ าแนกข้อมูลด้วย Random Forest

บทท่ี 7 การจ าแนกข้อมูลด้วยวิธี Random Forest7

การจ าแนกการตรวจจับสแปม 
(Spam Detection)

ตัวอย่างท่ี 5:

Part 01 Lec 07 _05 _Random_Forest_Spam_SMS.py



วิชาเหมืองข้อมูล (Data Mining)

Asst. Prof. Dr. Nattapong Songneam P.21

คุณสมบัติของเทคนิควิธี Cluster Analysis

with zipfile.ZipFile (io.BytesIO (response.content )) as z:
# เปิดไฟล์เฉพาะภายใน ZIP ท่ีต้องการ (SMSSpamCollection )
with z.open ("SMSSpamCollection ") as f:

df = pd.read_csv (f, sep ='\ t', names=["label", "message"], encoding='latin -1')

# เปล่ียนป้ายก ากับเป็นตัวเลข
df ['label'] = df ['label'].map({'ham': 0, 'spam': 1})
# แสดงข้อมูลเบ้ืองต้น
print( df.head ())
# แยกคุณลักษณะ (Features) และป้ายก ากับ (Labels)
X = df ['message']
y = df ['label']

7.7 ตัวอย่างการประยุกต์การจ าแนกข้อมูลด้วย Random Forest

บทท่ี 7 การจ าแนกข้อมูลด้วยวิธี Random Forest7

การจ าแนกการตรวจจับสแปม 
(Spam Detection)

ตัวอย่างท่ี 5:

Part 02 Lec 07 _05 _Random_Forest_Spam_SMS.py



วิชาเหมืองข้อมูล (Data Mining)

Asst. Prof. Dr. Nattapong Songneam P.21

คุณสมบัติของเทคนิควิธี Cluster Analysis

# แปลงข้อความเป็นจ านวนค า (Bag of Words)
vectorizer = CountVectorizer ()
X = vectorizer.fit_transform (X)
# แบ่งข้อมูลเป็นชุดฝึกสอนและชุดทดสอบ
X_train , X_test , y_train , y_test = train_test_split (X, y, test_size =0.3 , random_state =42 )
# สร้างโมเดล Random Forest
model = RandomForestClassifier (n_estimators =100 , random_state =42 )
# ฝึกสอนโมเดล
model.fit (X_train , y_train )
# ท านายผลชุดข้อมูลทดสอบ
y_pred = model.predict (X_test )
# ประเมินผลลัพธ์
accuracy = accuracy_score (y_test , y_pred )
print("Accuracy: %. 2f%%" % (accuracy * 100 ))
# รายงานการจ าแนกผล
print( classification_report (y_test , y_pred ))

7.7 ตัวอย่างการประยุกต์การจ าแนกข้อมูลด้วย Random Forest

บทท่ี 7 การจ าแนกข้อมูลด้วยวิธี Random Forest7

การจ าแนกการตรวจจับสแปม 
(Spam Detection)

ตัวอย่างท่ี 3:

Part 03 Lec 07 _03 _Random_Forest_Spam_SMS.py



วิชาเหมืองข้อมูล (Data Mining)

Asst. Prof. Dr. Nattapong Songneam P.21

คุณสมบัติของเทคนิควิธี Cluster Analysis

ตัวอย่างการใช้ Random Forest ส าหรับจ าแนกระดับของโรคเบาหวานโดยใช้ Python สามารถท าได้โดยใช้ scikit -learn
และ pandas ในการโหลดและประมวลผลข้อมูล
1. เตรียมข้อมูล
 เราจะใช้ชุดข้อมูลตัวอย่าง PIMA Indian Diabetes Dataset ซ่ึงมีข้อมูลเก่ียวกับโรคเบาหวาน หากคุณมีข้อมูลท่ีมีการ
แบ่งระดับของโรค (เช่น ปกติ , เบาหวานระดับต้น , เบาหวานระดับรุนแรง ) ให้ใช้ข้อมูลดังกล่าว

7.7 ตัวอย่างการประยุกต์การจ าแนกข้อมูลด้วย Random Forest

บทท่ี 7 การจ าแนกข้อมูลด้วยวิธี Random Forest7

จ าแนกระดับของโรคเบาหวาน

(PIMA Indian Diabetes 
Dataset)

ตัวอย่างท่ี 6:

File Lec 07 _06 _Random_Forest_Spam_SMS.py



วิชาเหมืองข้อมูล (Data Mining)

Asst. Prof. Dr. Nattapong Songneam P.21

คุณสมบัติของเทคนิควิธี Cluster Analysis7.7 ตัวอย่างการประยุกต์การจ าแนกข้อมูลด้วย Random Forest

บทท่ี 7 การจ าแนกข้อมูลด้วยวิธี Random Forest7

Pregnancies Glucose BloodPressure SkinThickness Insulin BMI
DiabetesPedigree

Function
Age Outcome

6 148 72 35 0 33 .6 0.627 50 1

1 85 66 29 0 26 .6 0.351 31 0

8 183 64 0 0 23 .3 0.672 32 1

1 89 66 23 94 28 .1 0.167 21 0

0 137 40 35 168 43 .1 2.288 33 1

5 116 74 0 0 25 .6 0.201 30 0

3 78 50 32 88 31 0.248 26 1

10 115 0 0 0 35 .3 0.134 29 0

2 197 70 45 543 30 .5 0.158 53 1

8 125 96 0 0 0 0.232 54 1

4 110 92 0 0 37 .6 0.191 30 0

10 168 74 0 0 38 0.537 34 1

10 139 80 0 0 27 .1 1.441 57 0

1 189 60 23 846 30 .1 0.398 59 1

5 166 72 19 175 25 .8 0.587 51 1

7 100 0 0 0 30 0.484 32 1

0 118 84 47 230 45 .8 0.551 31 1

7 107 74 0 0 29 .6 0.254 31 1

1 103 30 38 83 43 .3 0.183 33 0

1 115 70 30 96 34 .6 0.529 32 1

จ าแนกระดับของโรคเบาหวาน

(PIMA Indian Diabetes 
Dataset)

ตัวอย่างท่ี 6:

File Lec 07 _06 _Random_Forest_Spam_SMS.py



วิชาเหมืองข้อมูล (Data Mining)

Asst. Prof. Dr. Nattapong Songneam P.21

คุณสมบัติของเทคนิควิธี Cluster Analysis7.7 ตัวอย่างการประยุกต์การจ าแนกข้อมูลด้วย Random Forest

บทท่ี 7 การจ าแนกข้อมูลด้วยวิธี Random Forest7

Column Name Description
Pregnancies จ านวนคร้ังท่ีต้ังครรภ์
Glucose ระดับน้ าตาลในเลือด (mg/dL)
BloodPressure ความดันโลหิต (mm Hg)

SkinThickness ความหนาของผิวหนัง (triceps skin fold thickness)

Insulin ระดับอินซูลินในเลือด (mu U/ml)

BMI ค่าดัชนีมวลกาย (Body Mass Index)

DiabetesPedigreeFunction ค่าแสดงแนวโน้มของพันธุกรรมเก่ียวกับโรคเบาหวาน

Age อายุของผู้ป่วย (ปี)

Outcome เป็นเบาหวานหรือไม่ (0 = ไม่เป็น , 1 = เป็น)

จ าแนกระดับของโรคเบาหวาน

(PIMA Indian Diabetes 
Dataset)

ตัวอย่างท่ี 6:

File Lec 07 _06 _Random_Forest_Spam_SMS.py



วิชาเหมืองข้อมูล (Data Mining)

Asst. Prof. Dr. Nattapong Songneam P.21

คุณสมบัติของเทคนิควิธี Cluster Analysis

import pandas as pd
import numpy as np
from sklearn.model_selection import train_test_split
from sklearn.ensemble import RandomForestClassifier
from sklearn.metrics import accuracy_score , classification_report

# โหลดข้อมูล
url = "https://raw.githubusercontent.com/ jbrownlee /Datasets/master/pima -indians -diabetes.data.csv"
columns = ['Pregnancies', 'Glucose', ' BloodPressure ', 'SkinThickness ', 

'Insulin', 'BMI', ' DiabetesPedigreeFunction ', 'Age', 'Outcome']

df = pd.read_csv (url , names=columns)

# แปลง Outcome ( 0 = ปกติ, 1  = เบาหวาน ) ให้เป็นระดับ เช่น
df ['Diabetes_Level '] = df ['Outcome'].replace({ 0: 'Normal', 1: 'Diabetic'})

7.7 ตัวอย่างการประยุกต์การจ าแนกข้อมูลด้วย Random Forest

บทท่ี 7 การจ าแนกข้อมูลด้วยวิธี Random Forest7

การจ าแนกการตรวจจับสแปม 
(Spam Detection)

ตัวอย่างท่ี 6:

Part 01 Lec 07 _06 _Random_Forest_ Diabetes .py



วิชาเหมืองข้อมูล (Data Mining)

Asst. Prof. Dr. Nattapong Songneam P.21

คุณสมบัติของเทคนิควิธี Cluster Analysis

# ถ้าคุณมีระดับท่ีมากข้ึน เช่น "Pre -Diabetes" ให้สร้างเง่ือนไขเพ่ิมเอง
# df ['Diabetes_Level '] = pd.cut (df ['Glucose'], bins=[ 0, 100 , 140 , np.inf], labels=['Normal', 'Pre -Diabetes', 'Diabetic'])

# แปลง Label เป็นตัวเลข
df ['Diabetes_Level '] = df ['Diabetes_Level '].astype ('category'). cat.codes # แปลงเป็นตัวเลข 0,1,2

# แยก Features และ Target
X = df.drop (columns=['Outcome', ' Diabetes_Level '])  # ฟีเจอร์
y = df ['Diabetes_Level ']  # เป้าหมาย

# แบ่งข้อมูลเป็นชุด Train และ Test
X_train , X_test , y_train , y_test = train_test_split (X, y, test_size =0.2 , random_state =42 )
# สร้างโมเดล Random Forest
rf = RandomForestClassifier (n_estimators =100 , random_state =42 )
rf.fit (X_train , y_train )

7.7 ตัวอย่างการประยุกต์การจ าแนกข้อมูลด้วย Random Forest

บทท่ี 7 การจ าแนกข้อมูลด้วยวิธี Random Forest7

การจ าแนกการตรวจจับสแปม 
(Spam Detection)

ตัวอย่างท่ี 6:

Part 02 Lec 07 _06 _Random_Forest_ Diabetes .py



วิชาเหมืองข้อมูล (Data Mining)
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คุณสมบัติของเทคนิควิธี Cluster Analysis

# ท านายผล
y_pred = rf.predict (X_test )
# ประเมินผล
print("Accuracy:", accuracy_score (y_test , y_pred ))
print("Classification Report: \ n", classification_report (y_test , y_pred ))
# ข้อมูลตัวอย่าง (unknown) 5 รายการ
unknown_data = pd.DataFrame ([

[2, 120 , 70 , 22 , 85 , 28.1 , 0.5 , 32 ], 
[4, 145 , 80 , 32 , 100 , 33.2 , 0.8 , 45 ],
[0, 90 , 60 , 18 , 55 , 25.6 , 0.3 , 29 ],
[5, 175 , 85 , 35 , 150 , 37.1 , 1.2 , 50 ],
[3, 110 , 65 , 20 , 70 , 27.5 , 0.6 , 40 ]

], columns=['Pregnancies', 'Glucose', ' BloodPressure ', 'SkinThickness ', 
'Insulin', 'BMI', ' DiabetesPedigreeFunction ', 'Age'])

7.7 ตัวอย่างการประยุกต์การจ าแนกข้อมูลด้วย Random Forest

บทท่ี 7 การจ าแนกข้อมูลด้วยวิธี Random Forest7

การจ าแนกการตรวจจับสแปม 
(Spam Detection)

ตัวอย่างท่ี 6:

Part 03 Lec 07 _06 _Random_Forest_ Diabetes .py



วิชาเหมืองข้อมูล (Data Mining)
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คุณสมบัติของเทคนิควิธี Cluster Analysis

# ท านายผลลัพธ์
predictions = rf.predict (unknown_data )

# แปลงค่าท่ีได้กลับเป็น Label
label_mapping = {0: 'Normal', 1: 'Diabetic'}
predicted_labels = [label_mapping [p] for p in predictions]

# เพ่ิมผลลัพธ์ลงในตาราง
unknown_data ['Predicted Diabetes Level'] = predicted_labels

# แสดงผลลัพธ์
print( unknown_data )

7.7 ตัวอย่างการประยุกต์การจ าแนกข้อมูลด้วย Random Forest

บทท่ี 7 การจ าแนกข้อมูลด้วยวิธี Random Forest7

การจ าแนกการตรวจจับสแปม 
(Spam Detection)

ตัวอย่างท่ี 6:

Part 04 Lec 07 _06 _Random_Forest_ Diabetes .py



วิชาเหมืองข้อมูล (Data Mining)

Asst. Prof. Dr. Nattapong Songneam P.21

คุณสมบัติของเทคนิควิธี Cluster Analysis7.7 ตัวอย่างการประยุกต์การจ าแนกข้อมูลด้วย Random Forest

บทท่ี 7 การจ าแนกข้อมูลด้วยวิธี Random Forest7

Part 03 Lec 07 _06 _Random_Forest_ Diabetes .py

3. อธิบายโค้ด

1.โหลดชุดข้อมูล PIMA Indian  Diabetes  Dataset  ซ่ึงมีข้อมูลเก่ียวกับระดับน้ าตาลในเลือดและปัจจัยอ่ืน ๆ ท่ีเก่ียวข้องกับโรคเบาหวาน

2.ก าหนดระดับของโรคเบาหวาน เช่น Normal , Pre -Diabetes , Diabetic

3.แปลง Label  ให้อยู่ในรูปแบบท่ีโมเดลสามารถเรียนรู้ได้ (ใช้ .cat .codes )

4.ใช้ RandomForestClassifier  ในการฝึกโมเดล และแบ่งข้อมูลเป็น 80 % Train / 20 % Test

5.ประเมินผลด้วย Accuracy  และ Classification  Report

การจ าแนกการตรวจจับสแปม 
(Spam Detection)

อธิบายโค้ด



วิชาเหมืองข้อมูล (Data Mining)

Asst. Prof. Dr. Nattapong Songneam P.21

คุณสมบัติของเทคนิควิธี Cluster Analysis7.7 ตัวอย่างการประยุกต์การจ าแนกข้อมูลด้วย Random Forest

บทท่ี 7 การจ าแนกข้อมูลด้วยวิธี Random Forest7

Part 03 Lec 07 _06 _Random_Forest_ Diabetes .py

การจ าแนกการตรวจจับสแปม 
(Spam Detection)

ผลลัพธ์



วิชาเหมืองข้อมูล (Data Mining)

Asst. Prof. Dr. Nattapong Songneam P.21

คุณสมบัติของเทคนิควิธี Cluster Analysis

# ท านายผล
y_pred = rf.predict (X_test )

# ประเมินผล
print("Accuracy:", accuracy_score (y_test , y_pred ))
print("Classification Report: \ n", classification_report (y_test , y_pred ))

7.7 ตัวอย่างการประยุกต์การจ าแนกข้อมูลด้วย Random Forest

บทท่ี 7 การจ าแนกข้อมูลด้วยวิธี Random Forest7

การจ าแนกการตรวจจับสแปม 
(Spam Detection)

ตัวอย่างท่ี 6:

Part 03 Lec 07 _06 _Random_Forest_ Diabetes .py

3. อธิบายโค้ด

1.โหลดชุดข้อมูล PIMA Indian  Diabetes  Dataset  ซ่ึงมีข้อมูลเก่ียวกับระดับน้ าตาลในเลือดและปัจจัยอ่ืน ๆ ท่ีเก่ียวข้องกับโรคเบาหวาน

2.ก าหนดระดับของโรคเบาหวาน เช่น Normal , Pre-Diabetes , Diabetic

3.แปลง Label  ให้อยู่ในรูปแบบท่ีโมเดลสามารถเรียนรู้ได้ (ใช้ .cat .codes )

4.ใช้ RandomForestClassifier  ในการฝึกโมเดล และแบ่งข้อมูลเป็น 80 % Train / 20 % Test

5.ประเมินผลด้วย Accuracy  และ Classification  Report



วิชาเหมืองข้อมูล (Data Mining)

Asst. Prof. Dr. Nattapong Songneam P.21

คุณสมบัติของเทคนิควิธี Cluster Analysis7.7 ตัวอย่างการประยุกต์การจ าแนกข้อมูลด้วย Random Forest

บทท่ี 7 การจ าแนกข้อมูลด้วยวิธี Random Forest7

การจ าแนกการตรวจจับสแปม 
(Spam Detection)

ตัวอย่างท่ี 3:

ผลลัพธ์ Lec 07 _03 _Random_Forest_Spam_SMS.py



วิชาเหมืองข้อมูล (Data Mining)

Asst. Prof. Dr. Nattapong Songneam P.21

คุณสมบัติของเทคนิควิธี Cluster Analysis

7.8 สรุป

Random Forest เป็นหน่ึงในเทคนิคการเรียนรู้ของเคร่ือง (Machine Learning) ท่ีได้รับความนิยมอย่างมาก
ส าหรับการจ าแนกข้อมูล (Classification) รวมถึงการถดถอย (Regression) โดยเฉพาะในงานท่ีมีข้อมูลท่ีซับซ้อนและ
ไม่เป็นเชิงเส้น (Non -linear)

สรุปได้ว่า Random Forest เป็นเทคนิคท่ีมีประสิทธิภาพสูงและยืดหยุ่นในการจ าแนกข้อมูล สามารถน าไปประยุกต์ใช้
ได้กับงานท่ีหลากหลาย และเป็นตัวเลือกท่ีดีเม่ือข้อมูลมีความซับซ้อนและมีความหลากหลายของคุณลักษณะ

7.8 สรุป

บทท่ี 7 การจ าแนกข้อมูลด้วยวิธี Random Forest7
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