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dBukUovdoya (Data Mining)

Reviews

msuuvdayasanilugadoyalndau (training set) ua:gadayanaaau
(test set)

msuusdayasanidugadoyaidnaau (training set) ua:gadayanaaau (test set)
Wuns:uaumsariyluguaoumsasouazUs:iiiululaamsinasizkdoyansonisissusvoy
1n599 (Machine Learning) lagiisrwazidsadoi:

1. yagayaildnaau (Training Set)

2. sagoayanadau (Test Set)

msuuvdoyailuduasuariyndsslikluiaamisissusvesinsaviinoiuindaiouazi
Uszansniwlumsunlulgoiuosy
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dBukUovdoya (Data Mining)

Reviews

msuuvdayasanilugadoyalndau (training set) ua:gadayanaaau
(test set)

1. sagayalnaau (Training Set)

A2WKLIY: gadoyardnaaudusadoyanldlumsinasuluiaa laslulaas:iinmis
1Svudoindoyazall Fokmuiomsminnuidlosuuvu (patterns) uazAcUIUAUSSIKID
doyaciv q 13u Joyadumwa (input features) uaz:nadws (output labels) Anndoo

nmislgo1u: lunszusunisilnaau lulaaozusumisiticasmulutdalkavisaniun
waawsondayaduwaldasvonndosvininaa
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dBukUovdoya (Data Mining)

Reviews

msuuvdayasanilugadoyalndau (training set) ua:gadayanaaau
(test set)

2. yagoayanadau (Test Set)

AWKMNEY: gadayanadoulluzadoyanldlumsus:iiuds:ansninvaslulaardooin
nlariimsidnasudosdonailnaauuds sadoyanaasuio:linnldlugucounmisilnaau iwali
awisanassoadaulasiluiaaansamonulddiisslanvionalkinlivneiuvineau

mslnu: [Hidesanwuusuazus:ansmmuvasluiaalumsiinsdoyanliiddn m
(Kawrsnus:iulasluiaainsuainisalumsnaly (generalization) duadssla
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dBukUovdoya (Data Mining)

Reviews

msuuvdayasanilugadoyalndau (training set) ua:gadayanaaau
(test set)

misuuvdadou (Split Data)
misuuvdoyasonilu training set ua: test set ino:lddadoudio 9 mwudsuu
JoyauazanunuzgasUnyKa Lyu:

70/30: 70% wvovdoyadriksumisidnaau ua: 30% d@rvsunisnadau
80/20: 80% dausunisidnaau ua: 20% d@Kksunisnadau
90/10: 90% dauSunmisidnaau na: 10% d@usunisnaaau
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dBukUovdoya (Data Mining)

Reviews

35 K-Fold Cross-Validation
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dBukUovdoya (Data Mining)

Reviews

msuuvdayasanilugadoyalndau (training set) ua:gadayanaaau
(test set)

[ | B
isawalumsuusdona
- aamistiia Overfitting kainlidnisudodoya lulaaooiSsudianizsyuvuoinga
doyailnaouligvogioided dooromilikina Overfitting KSamisiulidibeawenuioya

[t
- Iluaswidalulunadans msiigadoyanaaaudorsliarvisnassoaaulaiiluiaail

asnwawnsnlumsnaluna liladssdoyaldlnaouisvogoides
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JduKkUavdoya (Data Mining)

unn 7 misoiungayaassed5 Random Forest

1st Decision Tree 2nd Decision Tree

Result #1 Result #2
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B KkUovdoya (Data Mining)

unin 7 msdomundgayaadseds Random Forest

7.1 a2uKku18vay Random Forest

Random Forest o danasSsums
1Svuivooinsov (Machine Learning) uuu
Supervised Learning nl3dkSunisduun
doya (classification) na:n1sni1u1rs
(regression) lasidumissoumadawsoinkarue
dulidadulo (Decision Trees) Arvusouiu
inalkldwadwsnuugnazisonialauindu

Random Forest Simplified

Instance

Random Forest e / S

\

Class-A Class-B
lr Nﬂij oﬁt_\f-\’oitingf}

Final-Class |
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dBukUovdoya (Data Mining)

7.1 aowKu19goy Random Forest

Random Forest ka2 "U1misdu” Ko "Uhuvudu” 1ussmismoaiduaznisiSsusvosinson
(machine learning) ald@sSumisdmunds:inn (classification) ua:msiiunws (regression) lasmis

aslulaamsdadulosaradu (decision trees) uazsoumamsrinsoinduliikais q duidrdssiuiNeaa
A21HAWAI0TDIMSHIUNFUAIAUAIWLLUE

55ms Random Forest rvulasmsadodulinmisdadulosiusuvinoingadoyanuandionulas
msdudoodivdoyauazauanuiu: (features) oandoyadoidu tsldsuwaoinduliudazdu szuuo:ld55ms
avn:uuudsy (voting) K§amisiads (lunstivav regression) tialilanadnsgamamdumsiunsnubus
uazinowaissuvindu

Random Forest pnlgagounskarslumsundgkicio q wu misdruunsummn, mswainsnilsa,
ms3ias1zRaala uazdu q iovonidnownumudoe overfitting uazawnsamonuldduilunsniniauanurus
nlidfirngosguinlugadoya

Asst. Prof. Dr. Nattapong Songneam

P.03 ‘



B KkUovdoya (Data Mining)

unh 7 msdoungayaad’seds Random Forest

Dataset
1st Decusnon Tree 2nd Demswn Tree Nth Decusmn Tree
Result #1 Result #2 Result #N

L rd Average of Majority Votes 33 J

Final Result

Asst. Prof. Dr. Nattapong Songneam



dBukUovdoya (Data Mining)

7.2 aruauudkangay Random Forest

1. Ensemble Method Random Forest [FinaiinAiSons1 "Bagging” (Bootstrap Aggregating) las
msaswdulidadulokais q duoinmisdudsedrvdoyauazauanumu: (features) Auandrvnulundazdu
anduldmslkoadoulknj (majority vote) lumisidonwadawsnanaga

2. aams Overfitting 129010 Random Forest 1Jumssounadwsoinkars q dull msaamsnio:i
aowiaissvindunazilomaiiams overfitting Gasnsmislddulidoduloidsoduidas

3. aswawnsalumsdamsdayadiuounin Random Forest awisadamisiivdoyaniidiusunmudnuiu:
(features) un q laa losamizlunsindayaiinowdudounsoil noise

4. msdaduduauanuiu: Random Forest awisnldlunmisus:iiunoiuangvasauanuiu: (feature
importance) goduds:lzilumsidonaudnuruzndiiynaadrinsumsasoluiaa
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dBukUovdoya (Data Mining)

7.3 ns=usumsnviIuydayY Random Forest

7.3 ns:zusuni1snviIuyadY Random Forest

1. msdudoagrvdaya (Bootstrap Sampling)

2. msaswdulidazulo

3. N1ssOUNAaANS
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7.4 mssundgoaya (Data Classification) ass35 Random Forest

7.4 msowundaya (Data Classification) aoa35 Random Forest

msdundona (Data Classification) d2s55 Random Forest 1Juns:usumsilslumsriiung
kSadandudoyalasarsisnmissoumadwsondulidadulokaraq du IwaiRuaswuLug lumsitnsuazaadym
overfitting niniiadwdslddulidaguloldsoduidss




7.5 duaoulumsdmundoyados Random Forest

1. i0Ssuyadoya
- uuvgadeyailuaavdou: gadayanaau (training set) uaryadoyanadou (test set) 1NaUs:idu

Us:ansmmnyoolulaa

- Joyanldus:noudosaruanuru: (features) uaznarassathemnu (labels) Adaomsdun

2. aswduliidadulo (Decision Trees)
- Random Forest o:aswdulidadulosarwdu lasudazduoznpnasivoinmisduidandootrodoyacinga

doyailnaau uazduidonanuanuuziuandvnulundasdu
- lumsadudazduli dodulolasldmsuvsdoyasd q Mumwaudnuruzdid q suns=noivdaulumiskaa
1wBu duliionoiudnagoda ksoluiddoyalikuusdndaly




7.5 suaaulumsdmundoyados Random Forest (cia)

3. mwsdayalni (Prediction)
- weadwdulidaauloasuuds lulaao:lgdullikardlumsiinsdonalsi losmsliudazdulinues

doodwdayanidinaglunarala

- msdadulogamao:mlasmsldssmslkoadoulknj (majority vote) 18u windulidaulknjrinnedn
doodwdoyaluaglunara A lulaanozmussidoyaltuaglunara A

4. Us:1iiuds:=ansniwvavlulaa

- I8gadayanaaaulumsnaasululaanadiodu
- Uszibunaanslaslddagsadiog 1du aswubug (accuracy), precision, recall, ua: F1-score 1daqan

luroaidus:ansmminsolalumssruundoya




7.6 dadvoomsld Random Forest @xsumisswundoya

7.6 doduoomsld Random Forest @ vSumisdmundona

AUULUEIFY doumssouwaawsondulisareq du mikluicaawnsndumu noise ludoyaldddu uazi

acwuLusgeduidorisuiumsiddulidaduloisoduidss
aaUryk1r Overfitting Random Forest aanswidsovooms overfitting Adninaduidalsluiaandudau

KSalnadwanuin
damsnudayaniinruanuruzsiuouuin Random Forest aanisndamsnugadayandnuanuvuzkainkaly

laoaghoiius=ansnn




dBukUovdoya (Data Mining)

7.7 doagromisus:gndmisoruundayaasse Random Forest

7.7 doagromisus:gndmisoiuundgayaassy Random Forest

doodon 1: msdmundoyasiiavavaanll (Iris Dataset)

Iris setosa Iris versicolor Iris virginica

Asst. Prof. Dr. Nattapong Songneam P.22 ‘



dBukUovdoya (Data Mining)

7.7 doagromisus:gndmisoruundayaasse Random Forest

auanuu: (Features) Iris setosa Iris versicolor Iris virginica

Urgninu (Labels)
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B KkUovdoya (Data Mining)

unin 7 msdomundgayaadseds Random Forest

7.7 doagromisus:gndmisoruundayaasse Random Forest

enativaaya 10 shran1susalu Iris dataset: Aadune:

Sepal Length (cm) Sepal Width (cm) Petal Length (cm) Petal Width (cm) Target 1. Feature Names:
5.1 3.5 14 0.2 0 =

¢ Sepal Length (cm) (AUEIARUAEAN)
49 3.0 14 0.2 0

e Sepal Width (em) (AUATIAAUAAA)
A7 3.2 1.3 0.2 0
P 2 15 05 0 o Petal Length (cm) (ANUENIAAULALN)
5.0 3.6 14 0.2 0 e petal Width (cm) (AMUATINAAULALY)
5.4 3.9 1.7 0.4 0

2. Target (0, 1, 2):

46 3.4 14 03 0

e (: Setosa
5.0 3.4 1.5 0.2 0
14 29 14 0.2 0 e 1:Versicolor
49 3.1 1.5 0.1 0 e 2:Virginica

Asst. Prof. Dr. Nattapong Songneam



7.7 doagromisus:gndmisoruundayaasse Random Forest

from sklearn.ensemble import RandomForestClassifier LecO7 01 Random Forest Iris dataset.py
from sklearn.model_selection import train_test_split - = = ~

from sklearn.metrics import accuracy_score

from sklearn.datasets import load_iris # doadromslddoya
# auvydasidgadoaya X ua: y

# lunstid 13dayadoodroon sklearn

data = load_iris() PROBLEMS OUTPUT DEBUG COMSOLE TERMIMNAL =
X = data.data

y = data.target PS D:\Datafnalytics Project> & C:/Users/User/Appl
# uiodoyailugadnasunaganadau Accuracy: 100.0e%

X_train, X_test, y_train, y_test = train_test_split(X, y, test_size=0.3, random_state=42) PS D:\DataAnalytics Project> I
# aSwluioa Random Forest -

model = RandomForestClassifier(n_estimators=100, random_state=42)

# dlnaoululoa

model.fit(X_train, y_train)

# muwyadayanaaau

y_pred = model.predict(X_test)

# Ustllunaans

accuracy = accuracy_score(y_test, y_pred)

print("Accuracy: %.2f%%" % (accuracy * 100))




7.7 doagromisus:gndmisoruundayaasse Random Forest

File:
from sklearn.ensemble import RandomForestClassifier
from sklearn.model_selection import train_test_split
from sklearn.metrics import accuracy_score
from sklearn.datasets import load_iris

# Load Iris dataset
data = load_iris()

X = data.data

y = data.target

doodon 2:

# Split the dataset into training and testing sets
X_train, X_test, y_train, y_test = train_test_split(X, vy, test_size=0.3,
random_state=42)

# Create and train the Random Forest model
model = RandomForestClassifier(n_estimators=100, random_state=42)
model.fit(X_train, y_train)

# Predict the test set
y_pred = model.predict(X_test)

LecO07_02_Random_Forest_Iris_dataset_Predict.py

# Evaluate the model
accuracy = accuracy_score(y_test, y_pred)
print("Accuracy: %.2f%%" % (accuracy * 100))p=obf

# Add unknown data points
unknown_data = [
[5.1, 3.5, 1.4, 0.2], # Example 1
[6.2, 3.4, 5.4, 23], # Example 2
[5.9, 30, 4.2, 1.5] # Example 3
|

# Predict and display results for each unknown data point
for i, sample in enumerate(unknown_data, start=1):

prediction = model.predict([sample])I0] # Predict class for the
sample

print(f"Unknown data point {i}; {sample} -> Predicted class:
{prediction}")




dBukUovdoya (Data Mining)

7.7 doagromisus:gndmisoruundayaasse Random Forest

LecO07_02_Random_Forest_Iris_dataset_Predict.py

PS C:\AppServiwww\siam2dev net\E Learning‘\DataMining\DM Projects»> & C:/Use
ecd7 @1 Random Forest Iris dataset.py

Accuracy: 180.ed%

Unknown data point 1: [5.1,
Unknown data point 2: [6.2, 2
Unknown data point 3: [5.9, 3. 1.5
PS5 C:\AppServiwww'siam2dev net\E Learnlng

.2] -» Predicted class: @
] -» Predicted class: 2
]
\

5, 1.4
4, 5.4
g8, 4.2

-» Predicted class: 1
DataMining\DM Projects» I

Asst. Prof. Dr. Nattapong Songneam



7.7 doagromisus:gndmisoruundayaasse Random Forest

mswansnianiwamst (Weather Prediction)

mswensnianwaimsa (Weather Prediction) 1umisihdoyaingofivanimoimist 1du auKkni, A2WEY, au, ua:
duq udasiziuazsunwaawsiiiduds:innd 9 1u novWlaaalusy (Clear), fiwwsuivdou (Partly Cloudy), Wuan
(Rain), K§oRuzan (Snow) 1Wudiu avudiilgadoyainsonuamwaimist Fvawrsanldlumsdmunsidudu q ozinuankdoli
- auanutu: (Features)
- arukni (Temperature)
- A9wdu (Humidity)
- aowisoau (Wind Speed)
- aownaamist (Pressure)
- thanmnu (Labels)
- 9xiiduan (Yes) ssolii (No)




7.7 doagromisus:gndmisoruundayaasse Random Forest

i LecO7_03_Random_Forest_ Weather_Dataset.py
import pandas as pd

from sklearn.ensemble import RandomForestClassifier
from sklearn.model_selection import train_test_split
from sklearn.metrics import accuracy_score

# avudsusiidoyaanwoimisilusyuvu DataFrame
data = {
"Temperature”. [30, 25, 20, 28, 22, 19, 35],
'Humidity": [70, 80, 90, 60, 85, 75, 55],
'Wind Speed: [5, 3, 8, 6, 7, 2, 9],
‘Pressure”: [1010, 1020, 1005, 1015, 1008, 1012, 1013],
‘Rain”;. ['No’, "Yes', "'Yes’, ‘No’, "Yes’, ‘No’, ‘No']

}
df = pd.DataFrame(data)




7.7 doagromisus:gndmisoruundayaasse Random Forest

Part02 Lec07_03_Random_Forest_ Weather_Dataset.py

df = pd.DataFrame(data)

# wlasthennuidudolay

df['Rain’] = df['Rain'l.map({'No": O, 'Yes": 1})
# udodonyaiduamuanuvruzuaztheninu

X = df.drop('Rain’, axis=1)

y = df['Rain’]

# uuodayailugadlnasunazyanaaau
X_train, X_test, y_train, y_test = train_test_split(X, y, test_size=0.3, random_state=42)

# aswluica Random Forest

model = RandomForestClassifier(n_estimators=100, random_state=42)

# dnaoululoa

model fit(X_train, y_train) PROBLEMS  OQUTPUT  DEBUG CONSOLE  TERMINAL  PORTS
# muwyadayanadau

y-pred = model.predict(X_test) PS D:\DataAnalytics Project> & C:/Users/User/AppData/

# Usuluwaaws Accuracy: 66.67%
accuracy = accuracy_score(y_test, y_pred) PS D:\Datadnalytics Project> I
print("Accuracy: %.2f%%" % (accuracy * 100)) -




7.7 doagromisus:gndmisoruundayaasse Random Forest

import pandas as pd PartO1 LecO7_04_Random_Forest_ Weather_Dataset_Predict.py

from sklearn.ensemble import RandomForestClassifier
from sklearn.model_selection import train_test_split
from sklearn.metrics import accuracy_score

# avudsusriidoyaaniwormisilusyuvu DataFrame
data = {
‘Temperature”. [30, 25, 20, 28, 22, 19, 35],
‘Humidity": [70, 80, 90, 60, 85, 75, 55],
'Wind Speed: [5, 3, 8, 6, 7, 2, 9],
‘Pressure” [1010, 1020, 1005, 1015, 1008, 1012, 1013],
‘Rain”;. ['No’, "Yes', ‘Yes', ‘No’, 'Yes’, ‘No’, ‘No']




7.7 doagromisus:gndmisoruundayaasse Random Forest

df = pd.DataFrame(data) Part02 LecO7_04_Random_Forest_ Weather_Dataset_Predict.py

df = pd.DataFrame(data)

# wdaothennuiludolay
df['Rain’] = df['Rain'l.map({'No": O, ‘Yes": 1})
# uvodayailunruanvruzuaztheninu

X = df.drop('Rain’, axis=1)

y = df['Rain’]

# uuodoyailugadnasuuazganaaau

X_train, X_test, y_train, y_test = train_test_split(X, y, test_size=0.3, random_state=42)
# asluiaa Random Forest

model = RandomForestClassifier(n_estimators=100, random_state=42)




7.7 doagromisus:gndmisoruundayaasse Random Forest

# #lnaaululaa Part0O3 LecO7_04_Random_Forest_ Weather_Dataset_Predict.py
model.fit(X_train, y_train)
# nunsgadayanadau
y_pred = model predict(X_test)
# Us:lluwaanws
accuracy = accuracy_score(y_test, y_pred)
print("Accuracy: %.2f%%" % (accuracy * 100))
# doya unknown 3 shemis
unknown_data = pd.DataFrame({
‘Temperature” [27, 18, 32],
‘Humidity": [65, 95, 60],
'Wind Speed" [4, 10, 7],
‘Pressure”. [1011, 1006, 1014]
)




7.7 doagromisus:gndmisoruundayaasse Random Forest

LecO7_04_Random_Forest_ Weather_Dataset_Predict.py

# musdaya unknown
predictions = model.predict(unknown_data)

# uwdaowaawsnauiludenow (0 -> 'No', 1 -> 'Yes')
predicted_classes = [No' if pred == 0 else 'Yes' for pred in predictions]

# uaa‘)ﬂaé Né PS C:\AppServiwww\siam?dev net\E Learning\DataMining\DM Projects> & C:/Use
Lec®7 83 Random Forest Weather Dataset.py”

for i, result in enumerate(predicted_classes, 1): Accuracy: 66.67%

Unknown data 1: Predicted class -> No

print(f"Unknown data {i}. Predicted class -> {result}") urknoun data 2: predicted class -> ves

Unknown data 3: Predicted class -> No
PS C:\AppServ\www\siam2dev_net\E_Learning\DataMining\DM_Projects> [




7.7 doagromisus:gndmisoruundayaasse Random Forest

misowunmsasdsdduvaudu (Spam Detection)
dayainwanudwaawnsanldlumssmunsrdoduduaudu (spam) kdolu

- auanuru: (Features)
- swsusmdushdrfiy (number of important words)
- A0WY1dYYIand L (length of the message)
- msiisnSasanlduosluaudu (presence of specific words or phrases)

- thaninu (Labels)
- 1Juaudu (Spam) Ksoluiluaudu (Not Spam)

dusumsdmunmsassoduaudu (Spam Detection) amawsaldgadoyamlunsdnuazldiuogiounskars 1du "SMS
Spam Collection Dataset” kSa "UCI Machine Learning Repository’'s Spambase dataset” goUs:naudosdoyadiwangnuinn
suluaudunsoliiluaudy




B KkUovdoya (Data Mining)

uni 7 msdmundayadossds Random Forest

ID Number of Important Words Message Length Presence of Spam Words Label
1 5 120 1Spam
2 2 85 ONot Spam
3 8 150 1Spam
4 3 95 ONot Spam
5 6 200 1Spam
S ; doa8n 5: msdmunmisasaoduandy
8 4 110 (Spam Detection)
9 5 135 Ja
10 2 75 ONot Spam
11 9 210 1Spam
12 3 90 ONot Spam
13 6 170 1Spam
14 1 55 ONot Spam
15 7 190 1Spam
16 4 115 ONot Spam
17 8 220 1Spam
18 2 80 ONot Spam
19 5 130 1Spam
20 3 100 ONot Spam




7.7 doagromisus:gndmisoruundayaasse Random Forest

e e e PartO1 LecO7_05_Random_Forest_Spam_SMS.py

from sklearn.model_selection import train_test_split

from sklearn.feature_extraction.text import CountVectorizer

from sklearn.ensemble import RandomForestClassifier

from sklearn.metrics import accuracy_score, classification_report
import zipfile

import io

import requests

# Ikaadoyaon UCI dataset
url = "https://archive.ics.uci.edu/ml/machine-learning-databases/00228/smsspamcollection.zip”
response = requests.get(url)




7.7 doagromisus:gndmisoruundayaasse Random Forest

with zipfile.ZipFile(io.BytesIO(response.content)) as z:
# Wallaiawmzmelu ZIP Adooms (SMSSpamCollection)
with z.open("SMSSpamCollection”) as f:
df = pd.read_csv(f, sep="\t', names=["label”, "message"], encoding="latin-1’)

# wWasuthsmnuidudoiay

df['label’] = df['label’l.map({’ham". O, 'spam". 1}) Part02
# uaavdoyaidoodu

print(df.head())

# usnauanviu: (Features) uazthsnnu (Labels)

X = df['message’]

y = df['label’]

LecO7_05_Random_Forest_Spam_SMS.py




7.7 doagromisus:gndmisoruundayaasse Random Forest

PartO3 LecO7_03_Random_Forest_Spam_SMS.py

# wlasdoncwdusiuous (Bag of Words)

vectorizer = CountVectorizer()

X = vectorizerfit_transform(X)

# udodoyaldugadlnasunazzanaaau

X_train, X_test, y_train, y_test = train_test_split(X, y, test_size=0.3, random_state=42)
# as1luiaa Random Forest

model = RandomForestClassifier(n_estimators=100, random_state=42)
# dnasuluioa

model.fit(X_train, y_train)

# nurswagadayanadau

y_pred = model.predict(X_test)

# Us:lduwaanws

accuracy = accuracy_score(y_test, y_pred)

print("Accuracy: %.2f%%" % (accuracy * 100))

# srgoumsdiuunna

print(classification_report(y_test, y_pred))




dBukUovdoya (Data Mining)

7.7 doagromisus:gndmisoruundayaasse Random Forest

dood1omisld Random Forest @nsSudmuns:auvaslsawinoiulaslsd Python aansamlalosls scikit-learn
ua: pandas lumslkaaua:Us:usawadoya
1. 10Ssudoya

uuvs:auzadlsa (1du Und, wiKous:=audu, wikcus:ausuusy) (Klddoyadonard
LecO7_06_Random_Forest_Spam_SMS.py
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B KkUovdoya (Data Mining)

uni 7 msdmundayadossds Random Forest

7.7 doagromisus:gndmisoruundayaasse Random Forest

DiabetesPedigree

Pregnancies Glucose BloodPressure  SkinThickness Insulin BMI Function Age Outcome

6 148 72 35 o 336 0.627 50 1
1 85 66 29 0] 26.6 0.351 31 0]
8 183 64 0] 0] 233 0.672 32 1
1 89 66 23 94 28.1 0.167 21 o
0] 137 40 35 168 431 2288 33 1
5 116 74 0 o 256 0.201 30 o
3 78 50 32 88 31 0.248 26 1

10 115 0] ~ o ~os o0 °
2 197 70 m LecO7_06_Random_Forest_Spam_SMS.py
8 125 96 v v v.eoe o=
4 110 92 0o - a . g A

o 1o o o Goog10h 6: dmuns:dugavlsaikoiu
1 189 60 23 846 (PIMA Indian Diabetes
5 166 72 19 175 2
7 100 0 0 0 Dataset)
o 118 84 47 230
7 107 74 0 o Y.6 .
1 103 30 38 83 433 0.183
1 115 70 30 96 346 0.529
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JduKkUavdoya (Data Mining)

7.7 doagromisus:gndmisoruundayaasse Random Forest

File LecO7_06_Random_Forest_Spam_SMS.py

Column Name o Description
Pregnancies d9wsunsSandoassn
Glucose stduthanaluidea (mg/dL  §oagv0f 6:
BloodPressure aswdulaka (mm Hg)
SkinThickness ADIWKUIYIVAIKUY (triceps skin fold th
Insulin szdudugauluidoa (mu U/ml)
BMI siasiivoame (Body Mass Index)

DiabetesPedigreeFunction saasuusliivseowusnssuinsanulsaiunikou
Age 91gvavnUoe (U)
Outcome Wuwikouksoli (0 = lidu, 1 = 10u)

Asst. Prof. Dr. Nattapong Songneam



dBukUovdoya (Data Mining)

7.7 doagromisus:gndmisoruundayaasse Random Forest

import pandas as pd PartO1 LecO7_06_Random_Forest_Diabetes.py

import numpy as np

from sklearn.model_selection import train_test_split

from sklearn.ensemble import RandomForestClassifier

from sklearn.metrics import accuracy_score, classification_report

# lkaadoua
url = "https://raw.githubusercontent.com/jbrownlee/Datasets/master/pima-indians-diabetes.data.csv"
columns = ['Pregnancies’, 'Glucose’, 'BloodPressure’, ‘SkinThickness’,

‘Insulin’, 'BMI', ‘DiabetesPedigreeFunction’, ‘Age’, 'Outcome’]

df = pd.read_csv(url, names=columns)

# udas Outcome (0 = Und, 1 = winou) (Kidus:=du 15u
df['Diabetes_Level'] = df['Outcome’l.replace({O: ‘'Normal', 1: ‘Diabetic’})

Asst. Prof. Dr. Nattapong Songneam P.21 ‘



7.7 doagromisus:gndmisoruundayaassy Random Forest
Part02 Lec07_06_Random_Forest_Diabetes.py

# tawiis:Gunuindu 16u "Pre-Diabetes” lEaswidaulaiduion
# df['Diabetes_Level'] = pd.cut(df['Glucose’], bins=[0, 100, 140, np.inf], labels=['Normal', 'Pre-Diabetes’, 'Diabetic'])

# udao Label 1Judidiay
df['Diabetes_Level’] = df['Diabetes_Levellastype('category’).cat.codes # udasiludolas 0,1,2

# usn Features ua: Target
X = df.drop(columns=['Outcome’, 'Diabetes_Level’l) # Wioas
y = df['Diabetes_Level']l # ihxsue

# uuodoyalluza Train ua: Test

X_train, X_test, y_train, y_test = train_test_split(X, y, test_size=0.2, random_state=42)
# asoluiaa Random Forest

rf = RandomForestClassifier(n_estimators=100, random_state=42)

rf.fit(X_train, y_train)




dBukUovdoya (Data Mining)

7.7 doagromisus:gndmisoruundayaasse Random Forest

LecO7_06_Random_Forest_Diabetes.py
y_pred = rf.predict(X_test)

print("Accuracy:”, accuracy_score(y_test, y_pred))
print("Classification Report:\n", classification_report(y_test, y_pred))
# doayadoadvy (unknown) 5 srems
unknown_data = pd.DataFrame(][

[2, 120, 70, 22, 85, 28.1, 0.5, 32],

[4, 145, 80, 32, 100, 33.2, 0.8, 45],

[0, 90, 60, 18, 55, 25.6, 0.3, 29],

[5, 175, 85, 35, 150, 37.1, 1.2, 50],

[3, 110, 65, 20, 70, 27.5, 0.6, 40]
], columns=['Pregnancies’, 'Glucose’, 'BloodPressure’, ‘'SkinThickness’,

‘Insulin’, 'BMI', ‘DiabetesPedigreeFunction’, ‘Age'])

Asst. Prof. Dr. Nattapong Songneam P.21 ‘



7.7 doagromisus:gndmisoruundayaasse Random Forest

LecO7_06_Random_Forest_Diabetes.py

# nmuswaans
predictions = rf.predict(unknown_data)

# wlaosinlanauilu Label
label_mapping = {0: 'Normal’, 1: ‘Diabetic’}
predicted_labels = [label_mappinglp] for p in predictions]

# inunadnsaslumsid
unknown_data['Predicted Diabetes Level’] = predicted_labels

# uaaowaans
print(lunknown_data)




7.7 doagromisus:gndmisoruundayaasse Random Forest

PartO3 LecO7_06_Random_Forest_Diabetes.py

3. as5unslfa

1Ikaagadoya PIMA Indian Diabetes Dataset #oiddoyainson

2. mKuas:dugavlsauiroiu 1du Normal, Pre-Diabetes, Diabetic
3.udav Label lodlusuuuvuiluiaaansnissusla (I3 .cat.codes)

4.15 RandomForestClassifier lumsilnluioa uazuvsdoyailu 80% Train / 20% Test

5.Us:ijunados Accuracy ua: Classification Report




7.7 doagromisus:gndmisoruundayaasse Random Forest

Part03 Lec07_06_Random_Forest_Diabetes.py

21 +H hRRNWIAIWEIE VT
PROBLEMS OUTPUT DEBUG COMSOLE TERMIMAL PORTS SERIAL MOMITOR

Accuracy: 8.72877922077922a7
Classification Report:
precision recall fl-score support

g.61 a.62 8.61 55
g.79 8.78 8.78 ag

accuracy a.72 154
macro avg e.7a &.78 e.78 154
weighted avg 8.72 @.72 8.72 154

Pregnancies Glucose BloodPressure SkinThickness Insulin BMI DiabetesPedigreeFunction Age Predicted Diabetes Lewvel
2 126 78 22 85 23.1 8.5 32 Diabetic
4 145 88 32 lee 33.2 8.8 Normal
a o8 68 18 55 25.6 2.3 Diabetic
5 175 85 35 15 37.1 1.2 Normal
3 114 65 28 a8 27.5 8.6 Diabetic

DE ) AnnEamd Lt cd smPdow natAE 1 asnnd e Nad-od nd noiMa Drocdoctcs [




dBukUovdoya (Data Mining)

7.7 doagromisus:gndmisoruundayaasse Random Forest

LecO7_06_Random_Forest_Diabetes.py

Accuracy: 8.81
Classification Report:

precision recall fl-score  support

8.388
8.83

accuracy
macrg avg

weighted avg

Asst. Prof. Dr. Nattapong Songneam



7.7 doagromisus:gndmisoruundayaasse Random Forest

-~

ot | [ LecO7_03_Random_Forest_Spam_SMS.py

PROELEMS QUTPUT DEEUG COMSOLE TERMIMAL PORTS SERIAL MONIT
PS D:\DataAnalytics Project> & C:/Users/User/AppData/Local/Micros

label message

@ Go until jurong point, crazy.. Available only ...

Ok lar... Joking wif u oni...

Free entry in 2 a wkly comp to win FA Cup fina...

U dun say so early hor... U c already then say...

Mah I don't think he goes to usf, he lives aro...

: 97.55%
precision recall fl-score  support

8.97 - - 1448
1.06 - - 224

accuracy - 1672
macro avg &.99 - - 1672
weighted avg 8.98 . . 1672

PS D:\Datafnalytics_Project> []




7.8 asu

Random Forest iJukisluinalinmisiS8sudvavinsos (Machine Learning) nldsuaswwiisuogioun

awSumsdmundona (Classification) sousiomisnanas (Regression) lasamizlunwuniidoyandudouuas
[iiduidodu (Non-linear)

asulasr Random Forest iuinaiinniius:ansmingouazdasgulumsswundoya awsnirluds:andls
[6Auvowunkanka1s uaziludaidonndilodonailinoududaunaziindusainkalzvovnuanuiu:
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1. 15ulsad
- Itsc1 MJU
- uKk1anandeudld. (n.d.). Itsci MJU. duauoin https://www.itsci.mju.ac.th
2. unaowonidulsd Softnix
- SIS, a. (2018, 6 nusngu). 91028 K-Means ua:=ni1sus:=gnd. Softnix. duauoin
https://www.softnix.co.th/2018/09/06/31028-k-means-uaznisus:=gnas/
3. unaowonidulsd Coraline

- Uos, s. (2018, 5 wnadmau). Customer segmentation by clustering model. Coraline.

duauoin https://www.coraline.co.th/single-post/2018/11/05/Customer-Segmentation-by-
clustering-model
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