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ก าหนดรายละเอียดการท างานกลุ่ม 

เอกสาร 5 บทบทท่ี 1 บทน า
1.1 ท่ีมาและความส าคัญของปัญหา
1.2 วัตถุประสงค์ 

1) ศึกษา ….
2) พัฒนา …
3) ประเมิน ….

1.3 แผนการด าเนิน
1.4 ขอบเขต
1.5 ผลท่ีคาดว่าจะได้รับ

บทท่ี 2 การเตรียมข้อมูล
2.1 ท าความเข้าใจเก่ียวกับธุรกิจ
2.2 การท าความเข้าใจข้อมูล
2.3 การท าความสะอาดข้อมูล
2.4 การเตรียมไฟล์ข้อมูล .csv (.xlsx)

100 รายการ 
1000 รายการ

ไฟล์ Word + ไฟล์ข้อมูล CSV



บทท่ี 3 การท าเหมืองข้อมูล (การสร้างโมเดล)
3.1 การใช้ต้นไม้ตัดสินใจ
3.2 การหากฎความสัมพันธ์
3.3 การท า KNN
3.4 การแบ่งข้อมูล ส าหรับการฝึกสอน (Training Data set) และการทดสอบ (Test Data set)

บทท่ี 4 การวัดประสิทธิภาพโมเดล
4.1 ผลการทดสอบโมเดล ของแต่ละวิธี
4.2 การวัดประสิทธิภาพโมเดล

บทท่ี 5 สรุปผล อภิปรายผล และข้อเสนอแนะ

ไฟล์ Word + ไฟล์ข้อมูล CSV
+ ไฟล์ Python

ก าหนดส่งงานกลุ่ม 



เน้ือหา (Agenda)

บทท่ี 6 การจ าแนกข้อมูล (Classification & Regression) วิชาเหมืองข้อมูล (Data Mining)

โดย ผู้ช่วยศาสตราจารย์ ดร . นัฐพงศ์ ส่งเนียม วิชาเหมืองข้อมูล (Data Mining)

6.1 วัตถุประสงค์

6.2 ความหมายของการจ าแนกข้อมูล (Classification)

6.3 ความหมายของการท านาย (Prediction)

6.4 ข้อแตกต่างระหว่าง การท านายข้อมูล  และการจ าแนกข้อมูล

6.5 กระบวนการของการจ าแนกข้อมูล

6.6 เทคนิคท่ีใช้ในการจ าแนกข้อมูล (Classification Techniques)



เน้ือหา (Agenda)

บทท่ี 6 การจ าแนกข้อมูล (Classification & Regression) วิชาเหมืองข้อมูล (Data Mining)

โดย ผู้ช่วยศาสตราจารย์ ดร . นัฐพงศ์ ส่งเนียม วิชาเหมืองข้อมูล (Data Mining)

6.8 ตัววัดประสิทธิภาพของโมเดล (Performance)  

6.9 การแบ่งข้อมูลส าหรับการสอนและการทดสอบ (Split data)

6.10 การแบ่งข้อมูลเพ่ือทดสอบประสิทธิภาพของโมเดล Validation )

6.7 การประยุกต์ใช้งานต้นไม้ตัดสินใจ (Decision Tree)



ในบทน้ีจะท าการศึกษาเก่ียวกับเทคนิคต่าง ๆ ในการจ าแนกประเภทของข้อมูล อาทิ เช่น 

▪ การจ าแนกข้อมูลด้วยการสร้างต้นไม้ตัดสินใจ (Decision tree classifier) 

▪ การจ าแนกข้อมูลด้วยเบย์เซียนและเบย์เซี ยนบี-ลิฟเน็ท เวิร์ค (Bayesian classifier and Bayesian belief 
networks) 

▪ การจ าแนกข้อมูลด้วย กฏ (Rule -based classifiers) 

▪ การจ าแนกข้อมูลด้วยโครงข่ายประสาทเทียมและการส่งค่าย้อนกลับ (Neural network and backpropagation) 

▪ การจ าแนกข้อมูลจาก กฏความสัมพันธ์ของข้อมูล (Classification based on association rule mining) 

▪ การค้นหาเพ่ือนบ้านใกล้สุด k อันดับ (k -nearest -neighbor) 

การท า นายข้อมูลและท าการศึกษาเก่ียวกับ การท า นายข้อมูล ท่ีจะประกอบไปด้วยการถดถอยเชิงเส้นตรง (linear 
regression) และการถดถอยท่ีไม่เป็นเส้นตรง (Nonlinear regression) ท้ายสุด—เราจะท าการศึกษาเก่ียวการวัดความ
ถูกต้องและความผิดพลาดในการจ าแนกข้อมูล รวมถึงส่วนต่อเติมหรือวิธีการเพ่ิมประสิทธิภาพในแง่มุมต่าง ๆ ส าหรับการ
จ าแนกและ การท านายข้อมูล 

การจ าแนกและการท านายข้อมูล 
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ผู้ช่วยศาสตาราจาร ย์ ดร. นัฐพงศ์ ส่งเนียม
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CRISP-DM 6 STEP

ความสัมพันธ์ระหว่าง AI , ML และDM
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FEATURE EXTRACTION
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FEATURE EXTRACTION

• Color
• SHAPE
• TEXTURE

• Color
• RED
• BLACK

• Classification ( การจ าแนกข้อมูล )

• Clustering ( การแบ่งกลุ่มข้อมูล )



Data Attribute 1 
เขา

Attribute 2
จ านวนขา

Attribute 3
ขน

Attribute 4
ปีก

Attribute 1
กินพืช

แมว 0 4 1 0 0

สุนัข 0 0 0 0 1

วัว 1 3 1 0 6

แกะ 1 7 0 0 1

นก 0 2 1 1 1

FEATURE EXTRACTION  

การแยกแยะคุณลักษณะของข้อมูล

การหาลักษณะเด่น

Outlier ค่าผิดปกติ



Data Attribute 1 
เขา

Attribute 2
จ านวนขา

Attribute 3
ขน

Attribute 4
ปีก

Attribute 1
กินพืช

Class

แมว 1 4 1 0 0 1

สุนัข 0 0 0 1 1 1

วัว 1 3 1 1 6 1

แกะ 1 7 0 1 1 2

unkno
wn

1 4 1 0 1 ???

FEATURE EXTRACTION  

การแยกแยะคุณลักษณะของข้อมูล

การหาลักษณะเด่น

1 แมว
2 วัว

การเรียนรู้แบบมีผู้สอน (Supervise Learning)



Data Attribute 1 
เขา

Attribute 2
จ านวนขา

Attribute 3
ขน

Attribute 4
ปีก

Attribute 1
กินพืช

Class

แมว 1 4 1 0 0 1

สุนัข 0 0 0 1 1 1

วัว 1 3 1 1 6 1

แกะ 1 7 0 1 1 2

unkno
wn

1 4 1 0 1 ???

FEATURE EXTRACTION  

การแยกแยะคุณลักษณะของข้อมูล

การหาลักษณะเด่น

1 แมว
2 วัว

การเรียนรู้แบบมีผู้สอน (Supervise Learning)

ข้อมูลส าหรับการสอน (Training Dataset )

ข้อมูลส าหรับการทดสอบ (Testing Dataset )



1. เพ่ือศึกษาและเข้าใจหลักการ การจ าแนกข้อมูล (Classification) และการ Regression 

เบ้ืองต้น

2. เพ่ือการสร้างโมเดลท่ีสามารถจ าแนกหรือแยกข้อมูลออกเป็นกลุ่มหรือหมวดหมู่ต่าง ๆ

3. เพ่ือการสร้างโมเดลการท านายด้วยวิธี ต้นไม้ตัดสินใจ (decision tree)

บทท่ี 6 การจ าแนกข้อมูล (Classification & Regression) วิชาเหมืองข้อมูล (Data Mining)

โดย ผู้ช่วยศาสตราจารย์ ดร . นัฐพงศ์ ส่งเนียม วิชาเหมืองข้อมูล (Data Mining)

6.1 วัตถุประสงค์



▪ ในการท่ีจะเข้าใจว่าการจ าแนกข้อมูลคืออะไร ลองพิจารณาตัวอย่างดังต่อไปน้ี 

▪ 1) พนักงานสินเช่ือของธนาคารต้องการท่ีจะท าการวิเคราะห์ข้อมูลเพ่ือท่ีจะท าการศึกษาว่าการกู้ยืม
ในคร้ังหน่ึง ๆ มีคร้ังไหนบ้างท่ีปลอดภัยและคร้ังไหนบ้างท่ีมีความเส่ียง 

▪ 2) ผู้จัดการฝ่ายการตลาดของบริษัทขายอุปกรณ์ไฟฟ้าต้องการข้อมูลเพ่ือช่วยในการคาดเดาว่า 
“ลูกค้ามีคุณลักษณะอย่างไรท่ีจะท าการซ้ือคอมพิวเตอร์จากบริษัท ” 

▪ 3) นักวิจัยทางการแพทย์ต้องการท่ีจะวิเคราะห์ข้อมูลเก่ียวกับมะเร็งเต้านมเพ่ือท่ีจะท าการท านาย
ว่าผู้ป่วยควรจะได้รับการดูแลด้วยวิธีใดภายใต้วิธีการรักษาท้ัง 3 วิธีท่ีได้รับความนิยมอย่าง
แพร่หลาย

▪ จากตัวอย่างท้ัง 3 ข้างต้นจะต้องการการวิเคราะห์ข้อมูลซ่ึงก็คือ การจ าแนกข้อมูล
(Classification) 

6.2 ความหมายของการจ าแนกและการท านายข้อมูล 

บทท่ี 6 การจ าแนกข้อมูล (Classification & Regression) วิชาเหมืองข้อมูล (Data Mining)

ผู้ช่วยศาสตาราจาร ย์ ดร. นัฐพงศ์ ส่งเนียม



▪ ท่ีซ่ึงจะท าการสร้างโมเดลหรือตัวจ าแนกข้อมูล (Classifier) เพ่ือท านายหมวดหมู่ของข้อมูล 

(Categories/Class) เช่น แบ่งออกเป็น 2 กลุ่ม ปลอดภัย หรือ เส่ียง ในการวิเคราะห์ข้อมูล

สินเช่ือ วิธีการรักษา A หรือ B หรือ C ในการวิเคราะห์ข้อมูลของผู้ป่วยมะเร็งเต้านม เป็นต้น ใน

ส่วนของ การท า นายข้อมูล ลองพิจารณาตัวอย่างดังต่อไปน้ี —สมมติว่าผู้จัดการฝ่ายการตลาด

ต้องการท่ีจะท านายหรือคาดเดาว่าลูกค้าคนหน่ึง ๆ จะท าการจ่ายเงินซ้ือสินค้าจากบริษัทเป็นจ านวน

เท่าไหร่ การวิเคราะห์ข้อมูลลักษณะน้ีจะเป็นส่วนของ การท า นายข้อมูลเชิงตัวเลข (Numeric 

prediction) 

6.2 ความหมายของการจ าแนกและการท านายข้อมูล 

บทท่ี 6 การจ าแนกข้อมูล (Classification & Regression) วิชาเหมืองข้อมูล (Data Mining)

ผู้ช่วยศาสตาราจาร ย์ ดร. นัฐพงศ์ ส่งเนียม



▪ การจ าแนกข้อมูลจะประกอบไปด้วย 2 กระบวนการหลัก ดังแสดงตัวอย่างในภาพท่ี 6.1 และ 6.2 ท่ีเป็นการกู้ -

ยืมเงิน โดยจากภาพท่ี 6.1 จะเป็นกระบวน การสร้างตัวจ าแนกข้อมูล จากชุดของข้อมูลท่ีเป็นอินพุต ท่ีซ่ึงแต่

ละเรคคอร์ดของข้อมูลท่ีท าการพิจารณาจะประกอบไปด้วยเซตของแอ ทริบิวต์ท่ีบ่งบอกถึงคุณลักษณะของบุคคลท่ี

ท าการกู้ -ยืมเงิน และหมวดหมู่ของบุคคลน้ัน ๆ ว่ามีความปลอดภัยหรือมีความเส่ียงในการให้กู้ -ยืมเงินหรือไม่ โดย

กระบวนการสร้างตัวจ าแนกข้อมูลมักถูกเรียกว่า ‘learning ’ หรือ ‘training ’ 

▪ ข้ันตอนของการเรียนรู้ หรือการสอน ท่ีเกิดจากการน าเอาข้ันตอนวิธีส าหรับการจ าแนกข้อมูลมาด าเนินการกับ

ข้อมูล ข้อมูล เรคคอร์ด X หน่ึง ๆ ในชุดข้อมูลท่ีท าการพิจารณาจะประกอบไปด้วยเซตของแอ ทริบิวต์

▪ 𝑋=(x1,x2,…,x𝑛) 

6.2 ความหมายของการจ าแนกและการท านายข้อมูล  (ต่อ)

บทท่ี 6 การจ าแนกข้อมูล (Classification & Regression) วิชาเหมืองข้อมูล (Data Mining)
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6.2 ความหมายของการจ าแนกและการท านายข้อมูล  (ต่อ)

ถ้าเราจะท านาย apple

ลักษณะเด่น(Feature) ของ apple : รูปร่าง  , สี , ก้าน , เมล็ด , ใบ

ล าดับ รูปร่าง สี ก้าน เมล็ด ใบ คลาส

1 ทรงกลม แดง มี มี มี ใช่

2 ทรงรี เขียว มี มี ไม่มี ไม่ใช่

3 ทรงกลม เขียว มี มี มี ใช่ คลาส / ค าตอบ 

X

class label attribute

บทท่ี 6 การจ าแนกข้อมูล (Classification & Regression) วิชาเหมืองข้อมูล (Data Mining)

ผู้ช่วยศาสตาราจาร ย์ ดร. นัฐพงศ์ ส่งเนียม
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ล าดับ รูปร่าง สี ก้าน เมล็ด ใบ คลาส

1 ทรงกลม แดง มี มี มี ใช่

2 ทรงรี เขียว มี มี ไม่มี ไม่ใช่

3 ทรงกลม เขียว มี มี มี ใช่

4 กลมรี เหลือง มี มี มี ใช่

5 ยาวรี ม่วง มี มี ไม่มี ไม่ใช่

6 กลม ส้ม มี มี มี ใช่

7 ทรงรี ด า มี มี ไม่มี ไม่ใช่

8 กลม ขาว มี มี มี ใช่

9 ยาว น้ าตาล มี มี ไม่มี ไม่ใช่

10 กลม ชมพู มี มี มี ใช่

11 รูปไข่ แดง มี มี ไม่มี ไม่ใช่

12 กลมแบน เขียว มี มี มี ใช่

13 สามเหล่ียม เหลือง มี มี ไม่มี ไม่ใช่

14 ส่ีเหล่ียม ส้ม มี มี มี ใช่

15 ห้าเหล่ียม ม่วง มี มี ไม่มี ไม่ใช่

16 หกเหล่ียม ด า มี มี มี ใช่

17 เจ็ดเหล่ียม ขาว มี มี ไม่มี ไม่ใช่

18 แปดเหล่ียม น้ าตาล มี มี มี ใช่

19 เก้าเหล่ียม ชมพู มี มี ไม่มี ไม่ใช่

20 สิบเหล่ียม แดง มี มี มี ใช่

1

0

0.1

0.2

0.3



ล าดับ รูปร่าง สี ก้าน เมล็ด ใบ คลาส

1 ทรงกลม แดง มี มี มี ใช่

2 ทรงรี เขียว มี มี ไม่มี ไม่ใช่

3 ทรงกลม เขียว มี มี มี ใช่

4 กลมรี เหลือง มี มี มี ใช่

5 ยาวรี ม่วง มี มี ไม่มี ไม่ใช่

6 กลม ส้ม มี มี มี ใช่

7 ทรงรี ด า มี มี ไม่มี ไม่ใช่

8 กลม ขาว มี มี มี ใช่

9 ยาว น้ าตาล มี มี ไม่มี ไม่ใช่

10 กลม ชมพู มี มี มี ใช่

11 รูปไข่ แดง มี มี ไม่มี ไม่ใช่

12 กลมแบน เขียว มี มี มี ใช่

13 สามเหล่ียม เหลือง มี มี ไม่มี ไม่ใช่

14 ส่ีเหล่ียม ส้ม มี มี มี ใช่

15 ห้าเหล่ียม ม่วง มี มี ไม่มี ไม่ใช่

16 หกเหล่ียม ด า มี มี มี ใช่

17 เจ็ดเหล่ียม ขาว มี มี ไม่มี ไม่ใช่

18 แปดเหล่ียม น้ าตาล มี มี มี ใช่

19 เก้าเหล่ียม ชมพู มี มี ไม่มี ไม่ใช่

20 สิบเหล่ียม แดง มี มี มี ใช่

21 ทรงกลม แดง ไม่มี มี มี ใช่

22 ทรงรี เขียว ไม่มี มี ไม่มี ไม่ใช่

23 ทรงกลม เขียว ไม่มี มี มี ใช่

24 กลมรี เหลือง ไม่มี มี มี ใช่

25 ยาวรี ม่วง ไม่มี มี ไม่มี ไม่ใช่

26 กลม ส้ม ไม่มี มี มี ใช่

27 ทรงรี ด า ไม่มี มี ไม่มี ไม่ใช่

28 กลม ขาว ไม่มี มี มี ใช่

29 ยาว น้ าตาล ไม่มี มี ไม่มี ไม่ใช่

30 กลม ชมพู ไม่มี มี มี ใช่

31 รูปไข่ แดง ไม่มี มี ไม่มี ไม่ใช่

32 กลมแบน เขียว ไม่มี มี มี ใช่

33 สามเหล่ียม เหลือง ไม่มี มี ไม่มี ไม่ใช่

34 ส่ีเหล่ียม ส้ม ไม่มี มี มี ใช่

35 ห้าเหล่ียม ม่วง ไม่มี มี ไม่มี ไม่ใช่

36 หกเหล่ียม ด า ไม่มี มี มี ใช่

37 เจ็ดเหล่ียม ขาว ไม่มี มี ไม่มี ไม่ใช่

38 แปดเหล่ียม น้ าตาล ไม่มี มี มี ใช่

39 เก้าเหล่ียม ชมพู ไม่มี มี ไม่มี ไม่ใช่

40 สิบเหล่ียม แดง ไม่มี มี มี ใช่

41 กลม แดง มี ไม่มี มี ใช่

42 ทรงรี เขียว มี ไม่มี ไม่มี ไม่ใช่

43 ทรงกลม เขียว มี ไม่มี มี ใช่

44 กลมรี เหลือง มี ไม่มี มี ใช่

45 ยาวรี ม่วง มี ไม่มี ไม่มี ไม่ใช่



6.2 ความหมายของการจ าแนกและการท านายข้อมูล  (ต่อ)

ถ้าเราจะท านาย apple

ลักษณะเด่นของ apple : รูปร่าง  , สี , ก้าน , เมล็ด , ใบ

ล าดับ รูปร่าง สี ก้าน เมล็ด ใบ คลาส

1 ทรงกลม แดง มี มี มี ใช่

2 ทรงรี เขียว มี มี ไม่มี ไม่ใช่

3 ทรงกลม เขียว มี มี มี ใช่ คลาส / ค าตอบ 

X

class label attribute

บทท่ี 6 การจ าแนกข้อมูล (Classification & Regression) วิชาเหมืองข้อมูล (Data Mining)

ผู้ช่วยศาสตาราจาร ย์ ดร. นัฐพงศ์ ส่งเนียม



ถ้าเราจะท านาย apple

ลักษณะเด่นของ apple : รูปร่าง  , สี , ก้าน , เมล็ด , ใบ

ลักษณะเด่นของ apple : รูปร่าง  , สี , ก้าน , เมล็ด , ใบ

ล าดับ รูปร่าง สี ก้าน เมล็ด ใบ คลาส

1 ทรงกลม แดง มี มี มี ใช่

2 ทรงรี เขียว มี มี ไม่มี ไม่ใช่

3 ทรงกลม เขียว มี มี มี ใช่

คลาส / ค าตอบ 

X

class label attribute

บทท่ี 6 การจ าแนกข้อมูล (Classification & Regression) วิชาเหมืองข้อมูล (Data Mining)

ผู้ช่วยศาสตาราจาร ย์ ดร. นัฐพงศ์ ส่งเนียม



ถ้าเราจะท านาย สินเช่ือ

ลักษณะเด่นของ ลูกค้า : เงินเดือน  รายได้  รายจ่าย  ประวัติการช าระ 
ล าดับ อายุ อาชีพ รายได้ รายจ่าย เงินเดือน ประวัติ คลาส

1 36 อาจารย์ 50000 30000 40000 ล่าช้า เส่ียง

2 40 หมอ 70000 40000 50000 ไม่มี ปลอดภัย

3 50 ภารโรง 30000 10000 20000 ไม่มี ปลอดภัย

4 24 พนักงาน
ออฟฟิส

40000 20000 30000 ค้างช าระ เส่ียง

คลาส / ค าตอบ 

X

class label attribute

ข้อมูลส าหรับสอน (training data)

บทท่ี 6 การจ าแนกข้อมูล (Classification & Regression) วิชาเหมืองข้อมูล (Data Mining)

ผู้ช่วยศาสตาราจาร ย์ ดร. นัฐพงศ์ ส่งเนียม

*** จ านวนของคุณลักษณะ  (Attribute ) ไม่มากไป ไม่น้อยไป
ข้ึนอยู่กับข้อมูล
ข้ึนอยู่กับวิธีการ (Algorithm)



6.2 ความหมายของการจ าแนกและการท านายข้อมูล  (ต่อ)

ถ้าเราจะท านาย apple

ลักษณะเด่นของ apple : รูปร่าง  , สี , ก้าน , เมล็ด , ใบ

ล าดับ รูปร่าง สี ก้าน เมล็ด ใบ คลาส

1 ทรงกลม แดง มี มี มี ใช่

2 ทรงรี เขียว มี มี ไม่มี ไม่ใช่

3 ทรงกลม เขียว มี มี มี ใช่ คลาส / ค าตอบ 

X

class label attribute

บทท่ี 6 การจ าแนกข้อมูล (Classification & Regression) วิชาเหมืองข้อมูล (Data Mining)

ผู้ช่วยศาสตาราจาร ย์ ดร. นัฐพงศ์ ส่งเนียม



ภาพท่ี 6.1 การเรียนรู้จากข้อมูลเพ่ือสร้างตัวจ าแนกข้อมูล 

ความหมายของการจ าแนกและการท านายข้อมูล (ต่อ)

Testing Data (unknown data/unseen data)

อายุ 20 รายได้ 18000 = ???

กระบวนเรียนรู้ (Training )



6.2 ความหมายของการจ าแนกและการท านายข้อมูล  (ต่อ)

บทท่ี 6 การจ าแนกข้อมูล (Classification & Regression) วิชาเหมืองข้อมูล (Data Mining)

โดย ผู้ช่วยศาสตราจารย์ ดร . นัฐพงศ์ ส่งเนียม วิชาเหมืองข้อมูล (Data Mining)

𝑛 แอทริบิวต์ท่ีบ่งบอกถึงคุณลักษณะต่าง ๆ ของข้อมูลเรคคอร์ด 𝑋 นอกจากน้ันเรคคอร์ด 𝑋 ยัง
มีข้อมูลอีกหน่ึงแอทริบิวต์ท่ีบ่งบอกถึงหมวดหมู่ของข้อมูล ( class
label attribute) โดยแอทริบิวต์หมวดหมู่ข้อมูลจะเป็นข้อมูลแบบไม่ต่อเน่ือง (discrete -valued) 
โดยชุดข้อมูลท่ีเป็นอินพุตส าหรับท าการสร้างตัวจ าแนกข้อมูลจะถูกเรียกว่า “ชุดข้อมูลส าหรับสอน (traini
ng data) ตัวอย่าง (samples/instances) ชุดข้อมูล

(data points) or ส่ิงของ (objects) ” เป็นต้น หมายเหตุ —เน่ืองจากแต่ละเรคคอร์ดในชุดข้อมูลท่ีเป็น
อินพุตจะมีแอทริบิวต์หมวดหมู่ข้อมูลแนบอยู่ด้วย

แอทริบิวต์ท่ีบ่งบอกถึงหมวดหมู่ของข้อมูล  ค าตอบท่ีสอนให้คอมพิวเตอร์เรียนรู้



𝑛 แอทริบิวต์ท่ีบ่งบอกถึงคุณลักษณะต่าง ๆ ของข้อมูลเรคคอร์ด 𝑋 นอกจากน้ันเรคคอร์ด 𝑋 ยัง
มีข้อมูลอีกหน่ึงแอทริบิวต์ท่ีบ่งบอกถึงหมวดหมู่ของข้อมูล ( class
label attribute) โดยแอทริบิวต์หมวดหมู่ข้อมูลจะเป็นข้อมูลแบบไม่ต่อเน่ือง (discrete -valued) 
โดยชุดข้อมูลท่ีเป็นอินพุตส าหรับท าการสร้างตัวจ าแนกข้อมูลจะถูกเรียกว่า “ชุดข้อมูลส าหรับสอน (traini
ng data) ตัวอย่าง (samples/instances) ชุดข้อมูล

(data points) or ส่ิงของ (objects) ” เป็นต้น หมายเหตุ —เน่ืองจากแต่ละเรคคอร์ดในชุดข้อมูลท่ีเป็น
อินพุตจะมีแอทริบิวต์หมวดหมู่ข้อมูลแนบอยู่ด้วย

แอทริบิวต์ท่ีบ่งบอกถึงหมวดหมู่ของข้อมูล  ค าตอบท่ีสอนให้คอมพิวเตอร์เรียนรู้

บทท่ี 6 การจ าแนกข้อมูล (Classification & Regression) วิชาเหมืองข้อมูล (Data Mining)

ผู้ช่วยศาสตาราจาร ย์ ดร. นัฐพงศ์ ส่งเนียม

6.2 ความหมายของการจ าแนกและการท านายข้อมูล  (ต่อ)



ดังน้ัน การจ าแนกข้อมูลด้วยข้อมูลลักษณะน้ีจะเรียกว่า การเรียนรู้แบบมีผู้สอน (Sup
ervised learning คือ การสร้างตัวจ าแนกข้อมูลจะถูกสอนโดยแอทริบิวหมวดหมู่ข้อมูล
ต่าง ๆ ท่ีถูกแนบอยู่ในแต่ละเรคคอร์ดของชุดข้อมูล โดยการเรียนรู้แบบมีผู้สอนจะแตกต่างกับ
การเรียนรู้แบบไม่มีผู้สอน (Unsupervised learning หรือ clustering) ท่ีจะไม่ทราบถึง
หมวดหมู่ของข้อมูล ตัวอย่างเช่น ในการวิเคราะห์ข้อมูลการกู้ -ยืมเงินท่ีไม่มีหมวดหมู่ข้อมูลท่ีบ่ง
บอกว่าการกู้ยืมคร้ังหน่ึง ๆ มีความเส่ียงหรือไม่ เราจะสามารถวิเคราะห์ข้อมูลได้จากการ
เช่ือมโยงเรคคอร์ดของการกู้ -ยืมเงินท่ีมีลักษณะใกล้เคียงกันหรือเหมือนกันให้อยู่ในกลุ่ม
เดียวกัน เป็นต้น   สรุป การเรียนแบบไม่มีผู้สอน คือ ไม่ได้ระบุค าตอบไว้ให้

บทท่ี 6 การจ าแนกข้อมูล (Classification & Regression) วิชาเหมืองข้อมูล (Data Mining)

ผู้ช่วยศาสตาราจาร ย์ ดร. นัฐพงศ์ ส่งเนียม

6.2 ความหมายของการจ าแนกและการท านายข้อมูล  (ต่อ)



ข้ันตอนท่ีสองของการจ าแนกข้อมูล (ดังแสดงในรูปท่ี 5.2) จะเป็นการเรียกใช้ตัวจ าแนกข้อมูลท่ี
สร้างข้ึนจากข้ันตอนท่ีหน่ึงเพ่ือท าการจ าแนกข้อมูล โดยในตอนเร่ิมต้น ตัวจ าแนกข้อมูลจะถูก
ทดสอบและประเมินค่าความถูกต้อง (ถ้าเราใช้ชุดข้อมูลส าหรับสอนในการทดสอบตัวจ าแนกข้อมูล
จะท าให้ความถูกต้องจะมีค่าค่อนข้างสูง เน่ืองจากตัวจ าแนกข้อมูลท่ีสร้างข้ึนจะเหมาะกับข้อมูลชุด
น้ันเป็นอย่างมาก (overfit ) แต่ถ้าเราใช้ชุดข้อมูลท่ีแตกต่างออกไปในการทดสอบ (test set) โดย
ชุดข้อมูลท่ีใช้จะต้องมีแอทริบิวต์หมวดหมู่ข้อมูลแนบอยู่ด้วย จะท าให้เราทราบค่าความถูกต้องของ
ตัวจ าแนกข้อมูลได้ ) โดยค่าความถูกต้องของตัวจ าแนกข้อมูลท่ีถูกสร้างข้ึนจะเป็นเปอร์เซ็นต์ของ
ตัวจ าแนกข้อมูลท่ีสามารถจ าแนกข้อมูลได้อย่างถูกต้อง (ตัวจ าแนกข้อมูลบ่งบอกถึงหมวดหมู่
ข้อมูลได้เหมือนกับหมวดหมู่ข้อมูลท่ีถูกแนบมากับข้อมูลเรคคอร์ดหน่ึง ๆ ) 

6.2 ความหมายของการจ าแนกและการท านายข้อมูล (ต่อ)

บทท่ี 6 การจ าแนกข้อมูล (Classification & Regression) วิชาเหมืองข้อมูล (Data Mining)

ผู้ช่วยศาสตาราจาร ย์ ดร. นัฐพงศ์ ส่งเนียม



ภาพท่ี 5.2 การทดสอบตัวจ าแนกข้อมูลเพ่ือวัดความถูกต้อง 

ความหมายของการจ าแนกและการท านายข้อมูล (ต่อ)

กระบวนการทดสอบ (Testing )



เม่ือค่าความถูกต้องของตัวจ าแนกข้อมูลมีค่าท่ีน่าพึงพอใจหรือยอมรับได้ เราจะใช้
ตัวจ าแนกข้อมูลในการจ าแนกหรือบ่งบอกถึงหมวดหมู่ข้อมูลท่ีเข้ามาใหม่ท่ีซ่ึงเราไม่ทราบ
หมวดหมู่ข้อมูลมาก่อน (ข้อมูลท่ีเข้ามาใหม่จะถูกเรียกว่า ‘unknown ’ หรือ ‘previously 
unseen ’ data) ตัวอย่างเช่น ตัวจ าแนกข้อมูลท่ีถูกสร้างข้ึนนภาพท่ี 5.1 จะถูกใช้เพ่ือ
ตัดสินใจการให้กู้ -ยืมเงินของเอกสารท่ีย่ืนเข้ามาใหม่ว่าจะให้กู้ -ยืมหรือไม่ เป็นต้น 

บทท่ี 6 การจ าแนกข้อมูล (Classification & Regression) วิชาเหมืองข้อมูล (Data Mining)

ผู้ช่วยศาสตาราจาร ย์ ดร. นัฐพงศ์ ส่งเนียม

6.2 ความหมายของการจ าแนกและการท านายข้อมูล  (ต่อ)



1. Feature , Feature Extraction

2. Attributes

3. Label , Target

4. Prediction

5. Training Dataset , Testing Dataset

6. Split Data , Cross -validation

7. Overfit

8. Unknown

บทท่ี 6 การจ าแนกข้อมูล (Classification & Regression) วิชาเหมืองข้อมูล (Data Mining)

ผู้ช่วยศาสตาราจาร ย์ ดร. นัฐพงศ์ ส่งเนียม

6.2 ความหมายของการจ าแนกและการท านายข้อมูล  (ต่อ)



1. Feature , Feature Extraction 
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6.2 ความหมายของการจ าแนกและการท านายข้อมูล  (ต่อ)



▪ การจ าแนกข้อมูลมีการน าไปใช้ในหลายสาขา ดังน้ี

1) การจ าแนกภาพ (Image Classification): การแยกแยะวัตถุหรือส่ิงของในภาพ

2) การจ าแนกข้อความ (Text Classification): การจ าแนกเอกสารหรือข้อความออนไลน์ได้แก่การกระท าทาง

ภาษาธรรมชาติ (NLP)

3) การจ าแนกออกซิลลาทรา (Sentiment Analysis): การระบุความรู้สึกในข้อความ

4) การจ าแนกโรค (Disease Classification): การตรวจวินิจฉัยโรคจากรูปภาพทางการแพทย์

5) การจ าแนกการโจมตี (Intrusion Detection): การตรวจจับการท าผีเส้ือของระบบคอมพิวเตอร์

การจ าแนกข้อมูลเป็นเคร่ืองมือท่ีมีประโยชน์ใน การท า นายและท าความเข้าใจข้อมูลในรูปแบบท่ี

ถูกต้องและมีประสิทธิภาพ .

6.2 ความหมายของการจ าแนกข้อมูล  (ต่อ…)
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▪ การจ าแนกข้อมูลมีการน าไปใช้ในหลายสาขา ดังน้ี

1) การจ าแนกภาพ (Image Classification): การแยกแยะ

วัตถุหรือส่ิงของในภาพ

6.2 ความหมายของการจ าแนกข้อมูล  (ต่อ…)
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▪ การจ าแนกภาพ (Image Classification): การแยกแยะวัตถุหรือส่ิงของในภาพ

การจ าแนกภาพ (Image Classification) เป็นกระบวนการท่ีให้โมเดลเรียนรู้และจ าแนกภาพในกลุ่มหรือประเภท
ต่าง ๆ ตามลักษณะหรือลักษณะทางคุณสมบัติของภาพน้ัน ๆ ท าให้สามารถแยกแยะวัตถุหรือส่ิงของในภาพได้ตามท่ีถูก
ก าหนดไว้ . กระบวนการน้ีมีการใช้โมเดลเคร่ืองประมวลผล (machine learning) หรือปัญญาประดิษฐ์ (artificial 
intelligence) เพ่ือสร้างระบบท่ีสามารถรู้จ าและจ าแนกภาพได้ด้วยตนเอง

▪ ตัวอย่างการแยกแยะวัตถุหรือส่ิงของในภาพ เช่น

▪ ภาพท่ีมีวัตถุหลายประเภทอยู่รวมกัน เช่น ภาพป่าไม้ ภาพท้องถนน เป็นต้น เราสามารถแยกแยะวัตถุในภาพตามรูปร่าง สี 
ขนาด ลักษณะพ้ืนผิว หรือลักษณะการเคล่ือนไหว เป็นต้น

▪ ภาพท่ีมีวัตถุประเภทเดียวกันอยู่รวมกัน เช่น ภาพฝูงนก ภาพฝูงปลา เป็นต้น เราสามารถแยกแยะวัตถุในภาพตาม
ลักษณะของวัตถุน้ันๆ เช่น รูปร่าง สี ขนาด เป็นต้น

▪ ภาพท่ีมีวัตถุซ้อนทับกัน เช่น ภาพถนนท่ีมีรถยนต์ว่ิงอยู่ เป็นต้น เราสามารถแยกแยะวัตถุในภาพได้โดยพิจารณาจาก
รูปร่าง สี ขนาด หรือลักษณะพ้ืนผิวของวัตถุน้ัน ๆ

6.2.1 การจ าแนกภาพ (Image Classification)
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▪ การจ าแนกข้อความ (Text Classification): การจ าแนกเอกสารหรือข้อความออนไลน์ได้แก่การ
กระท าทางภาษาธรรมชาติ (NLP) 

การจ าแนกข้อความ (Text Classification) เป็นกระบวนการท่ีให้โมเดลเรียนรู้และจ าแนกข้อความลงในกลุ่มหรือ
ประเภทต่าง ๆ ตามลักษณะหรือลักษณะทางคุณสมบัติท่ีก าหนดไว้ . กระบวนการน้ีมีการใช้เทคนิคทางภาษาธรรมชาติ (Natural 
Language Processing - NLP) เพ่ือท าให้โมเดลสามารถเข้าใจและวิเคราะห์ข้อความได้อย่างถูกต้อง

▪ การจ าแนกข้อความมีการน าไปใช้ในหลายสาขา เช่น :

▪ การจ าแนกข้อความเป็นกลุ่ม (Text Categorization): การจ าแนกข้อความลงในหมวดหมู่หรือกลุ่มต่าง ๆ เช่น ข่าว , 
บทวิจารณ์ , หรือ เร่ืองเศรษฐกิจ

▪ การวิเคราะห์ความรู้สึก (Sentiment Analysis): การระบุและจ าแนกความรู้สึกในข้อความว่าเป็นบวก , ลบ, หรือ 
นิวตรัล

▪ การตรวจจับ การท า ธุรกิจ (Business Intelligence): การจ าแนกข้อความท่ีเก่ียวข้องกับธุรกิจ เช่น ความต้องการ
ของลูกค้าหรือ การเรียกร้อง

▪ การตอบค าถาม (Question Answering): การจ าแนกข้อความเพ่ือตอบค าถามท่ีเก่ียวข้อง

6.2.2 การจ าแนกข้อความ (Text Classification)
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▪ การจ าแนกออกซิลลาทรา (Sentiment Analysis): การระบุความรู้สึกในข้อความ

การจ าแนกออก ซิลลาทรา (Sentiment Analysis) เป็นกระบวนการท่ีให้โมเดลเรียนรู้และจ าแนกความรู้สึกหรือ
ทัศนคติท่ีปรากฏในข้อความ เช่น ว่าข้อความน้ันมีเน้ือหาท่ีเชิงบวก , เชิงลบ , หรือเป็นเน้ือหาท่ีเป็นกลาง ๆ อยู่ในแนวไหน . การ
จ าแนกออก ซิลลาทรามักถูกน าไปใช้ในการวิเคราะห์ความคิดเห็นของลูกค้า , การตรวจสอบทัศนคติในโซ เชียลมีเดีย , การวิเคราะห์
รีวิวของผู้ใช้ , และในตลาดอ่ืน ๆ ท่ีเก่ียวข้องกับ การท านายความรู้สึก .

▪ การจ าแนกออกซิลลาทรามักถูกน าไปใช้ในหลายแวดวง เช่น :

▪ การวิเคราะห์ความคิดเห็นลูกค้า (Customer Reviews Analysis): การตรวจสอบความรู้สึกของลูกค้าต่อ
ผลิตภัณฑ์หรือบริการ .

▪ การวิเคราะห์โซ เชียลมีเดีย (Social Media Analysis): การตรวจสอบทัศนคติท่ีปรากฏในโพสต์หรือความคิดเห็นบน
โซเชียลมีเดีย .

6.2.3 การจ าแนกออกซิลลาทรา (Sentiment Analysis)
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▪ การจ าแนกออกซิลลาทรามักถูกน าไปใช้ในหลายแวดวง เช่น :

▪ การคัดกรองข่าว (News Sentiment Analysis): การวิเคราะห์ความรู้สึกท่ีปรากฏในข่าว .

▪ การจัดการความเครียด (Stress Management): การตรวจสอบความรู้สึกของบุคคลในสถานการณ์เฉพาะ เช่น การ
ท างานหรือการศึกษา

การจ าแนกออก ซิลลาทรามีความส าคัญใน การท า ให้ซีอาร์ท่ีเก่ียวข้องกับความรู้สึกและทัศนคติเพ่ือเข้าใจพฤติกรรมและ
ความพึงพอใจของผู้ใช้หรือลูกค้า

6.2.3 การจ าแนกออกซิลลาทรา (Sentiment Analysis) ( ต่อ)
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▪ ความหมายของ การท านายข้อมูล 

การท า นายข้อมูล (Prediction) เป็นกระบวนการทางวิทยาการข้อมูล (Data Science) หรือการเรียนรู้เชิง

เล็กน้อย (Machine Learning) ท่ีมุ่งเน้นการสร้างแบบจ าลอง (Model) ท่ีสามารถท านายค่าหรือผลลัพธ์ท่ีคาดหวังจาก

ข้อมูลท่ีมีอยู่ การท านายน้ันมีลักษณะการท างานในล าดับดังน้ี :

ตัวอย่างงานท่ีใช้การท านายรวมถึง การท า นายราคาทอง , การท า นายยอดขายสินค้า , หรือการท า นายผลกระทบทาง

สุขภาพจากตัวแปรต่าง ๆ การท า นายมีการประยุกต์ใช้ในหลายด้าน เช่น การธุรกิจ , การแพทย์ , และอ่ืน ๆ ท่ีต้องการการ

วิเคราะห์และ การท านายในข้อมูลท่ีมีความซับซ้อน .

6.3 ความหมายของการท านายข้อมูล 
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6.3 การท านาย (Prediction)

กระบวนการทางคอมพิวเตอร์ (algorithm) ท่ีใช้ส าหรับการพยากรณ์หรือท านายผลลัพธ์จากข้อมูลท่ัวไปสามารถแบ่งออกเป็น 

2 ประเภทใหญ่ได้ดังน้ี

1. Supervised Learning ( การเรียนรู้แบบมีผู้สอน): ในกระบวนการ Supervised Learning, โมเดลถูกฝึกด้วยข้อมูลท่ีมีค าตอบ 

(label) และต้องการท านายผลลัพธ์หรือค าตอบเม่ือได้รับข้อมูลใหม่

ตัวอย่าง Algorithms

- Linear Regression: ใช้ส าหรับการพยากรณ์ค่าต่อเน่ือง (continuous values) เช่น ราคา, อุณหภูมิ, หรือผลผลิต

- Logistic Regression: ใช้ส าหรับการพยากรณ์ค่าแบบไบนารี (binary values) เช่น การตกลงหรือไม่ตกลง, การชนะหรือแพ้

- Decision Trees: สร้างโมเดลท่ีเป็นต้นไม้ท่ีช่วยในการตัดสินใจบนข้อมูลแบบมีล าดับ

- Support Vector Machines (SVM): ใช้ส าหรับการจัดกลุ่มข้อมูล (classification) หรือการพยากรณ์ค่าต่อเน่ือง

- Neural Networks: โมเดลทางคอมพิวเตอร์ท่ีจ าลองการท างานของสมองมนุษย์
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6.3 การท านาย (Prediction)

2. Unsupervised Learning ( การเรียนรู้แบบไม่มีผู้สอน):

- ค าอธิบาย: ในกระบวนการ Unsupervised Learning, โมเดลถูกฝึกด้วยข้อมูลท่ีไม่มีค าตอบ (label) และเน้นการค้นหาโครงสร้างหรือ

ล าดับท่ีซ่อนอยู่ในข้อมูล .

ตัวอย่าง Algorithms:

- K-Means Clustering: ใช้ส าหรับการจัดกลุ่มข้อมูลออกเป็นกลุ่มหลาย ๆ กลุ่ม .

- Hierarchical Clustering: ใช้ส าหรับการจัดกลุ่มข้อมูลออกเป็นล าดับแบบต้นไม้ .

- Principal Component Analysis (PCA):** ใช้ส าหรับลดขนาดของข้อมูลและค้นหาความสัมพันธ์ท่ีซ่อนอยู่ .

- Autoencoders: โมเดลทางคอมพิวเตอร์ท่ีใช้ในการลดมิติของข้อมูล (dimensionality reduction) หรือสร้างรูปภาพท่ีเป็น

ความหมาย (semantic images) จากข้อมูล.

ท้ังสองประเภทน้ีมีการใช้งานอย่างกว้างขวางในการแก้ปัญหาทางคอมพิวเตอร์ท่ีเก่ียวข้องกับ การท านาย, จัดกลุ่ม, และค้นหา

ความสัมพันธ์ในข้อมูล.
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6.3.1 การเรียนรู้โดยมีผู้สอน (Supervised Learning)

การเรียนรู้แบบมีผู้สอน เป็นศาสตร์แขนงหน่ึง
ใน AI หรือปัญญาประดิษฐ์ ภายใต้หัวข้อ Machine 
Learning ท่ีก าลังเป็นท่ีนิยมในการศึกษาและวิจัยกัน
ในปัจจุบัน เน่ืองจากท าได้ง่าย (Tools) ต้นทุนต่ า เพียง
ใช้คอมพิวเตอร์เคร่ืองเดียวก็สามารถศึกษาและท างาน
จนเห็นผลได้เลย โดยศาสตร์แขนงน้ีมีมานานมากแล้ว
ต้ังแต่ปี 1959 ถูกเสนอโดย Arthur Samuel เป็น
นักวิทยาศาสตร์คอมพิวเตอร์ชาวอเมริกันผู้เช่ียวชาญ
ด้านเกมคอมพิวเตอร์ ปัญญาประดิษฐ์ และการเรียนรู้
ของเคร่ือง โปรแกรม แต่ด้วยเทคโนโลยีหรือระบบ
ประมวลผลในตอนน้ันยังล้าสมัยอยู่ ท าให้ยังไม่เป็นท่ี
นิยม ผิดกับในปัจจุบัน

Supervised Learning

Regression Classification

ภาพท่ี 6.3 การเรียนรู้แบบมีผู้สอน



6.3.1 การเรียนรู้โดยมีผู้สอน (Supervised Learning)

การเรียนรู้โดยมีผู้สอน (Supervised Learning)

การเรียนรู้โดยมีผู้สอน เป็นวิธีการเรียนรู้แบบหน่ึงใน Machine Learning ท่ีใช้ชุดข้อมูลท่ีมีท้ัง ข้อมูลเข้า (Input) และ 
ข้อมูลออก (Output) ท่ีถูกต้อง เพ่ือฝึกให้โมเดลสามารถเรียนรู้ความสัมพันธ์ระหว่างข้อมูลเหล่าน้ี และสามารถท านายผลลัพธ์ส าหรับ
ข้อมูลใหม่ได้

ตัวอย่าง

• การจัดหมวดหมู่อีเมล (Spam/Not Spam)

• การคาดการณ์ราคาบ้าน

• การวิเคราะห์ภาพ (แมวหรือสุนัข )

• การแปลภาษา

ประเภทของการเรียนรู้โดยมีผู้สอน

• การจัดประเภท (Classification) : โมเดลจะเรียนรู้ท่ีจะจัดหมวดหมู่ข้อมูลเข้าไปยังกลุ่มต่างๆ

• การถดถอย (Regression) : โมเดลจะเรียนรู้ท่ีจะคาดการณ์ค่าตัวเลขต่อเน่ือง

Supervised Learning

Regression Classification

ภาพท่ี 6.3 การเรียนรู้แบบมีผู้สอน



6.3.2 ข้ันตอนหลักของการเรียนรู้โดยมีผู้สอน

ข้ันตอนหลักของการเรียนรู้โดยมีผู้สอนมีดังน้ี :

1. ข้อมูลการฝึก (Training Data): จะต้องมีข้อมูลท่ีมีค าตอบหรือป้ายก ากับแล้วในการฝึกระบบ ซ่ึงประกอบไปด้วยคุณลักษณะ 
(features) และค าตอบท่ีถูกต้อง (label) เช่น ภาพของแมวท่ีมีป้ายก ากับว่าเป็นแมวหรือไม่

2. โมเดลการเรียนรู้ (Learning Model): ต้องก าหนดโมเดลท่ีจะใช้ในการเรียนรู้ ซ่ึงเป็นโครงสร้างทางคณิตศาสตร์ท่ีสามารถ
เรียนรู้จากข้อมูลได้ เช่น Neural Networks, Support Vector Machines, Decision Trees, หรืออ่ืนๆ

3. การฝึก (Training): ในข้ันตอนน้ี , โมเดลจะถูกฝึกโดยใช้ข้อมูลฝึก โดยระบบจะปรับพารามิเตอร์ของโมเดลเพ่ือให้มีความสามารถ
ในการท านายค าตอบท่ีถูกต้อง

4. การทดสอบ (Testing): หลังจากท่ีโมเดลถูกฝึกเสร็จ , ต้องทดสอบประสิทธิภาพของโมเดลด้วยข้อมูลทดสอบท่ีไม่ได้ถูกใช้ใน
ข้ันตอนการฝึก น้ีเพ่ือประเมินว่าโมเดลมีความสามารถท านายได้ดีแค่ไหน

5. ประเมินและปรับปรุง (Evaluation and Fine -Tuning): หากโมเดลมีประสิทธิภาพไม่ดีพอ , จะต้องปรับปรุงโมเดลโดยใช้ข้อมูล
การทดสอบ เพ่ือให้มีประสิทธิภาพท่ีดีใน การท านายค าตอบ

การเรียนรู้โดยมีผู้สอนมักถูกน ามาใช้ในงานต่างๆ เช่น การจ าแนกประเภทของภาพ , การจ าแนกข้อความ , หรือการท านาย
ราคาของหุ้น เป็นต้น



6.3.3 ตัวอย่างข้อมูลการฝึก (Training Data) 

เพ่ือให้คุณเข้าใจมากข้ึน , น้ีคือตัวอย่างข้อมูลการฝึก (Training Data) ส าหรับงานการจ าแนกภาพของสัตว์ว่าเป็นแมวหรือหมา :

คุณลักษณะ (Features): ในท่ีน้ี, คุณลักษณะของภาพเป็นเส้นตรงของพิกเซล (pixels) ในภาพท่ีถูกเข้ารหัสเป็นตัวเลข . เช่น, ในกรณีของภาพ
ขนาด 64 x64 pixels, คุณลักษณะจะเป็นอาเรย์ขนาด 64 x64

ค าตอบ (Labels): ค าตอบหรือป้ายก ากับแสดงว่าภาพน้ันเป็นแมว (cat) หรือหมา (dog). เราให้ "1" แทนแมวและ "0" แทนหมา.

ตัวอย่างข้อมูลฝึก

ในตารางน้ี , คุณลักษณะ (Features) คือข้อมูลท่ีใช้ในการฝึก , และค าตอบ (Label) คือผลลัพธ์ท่ีเราต้องการให้โมเดลท านาย . แต่ละ
แถวแสดงถึงภาพและค าตอบท่ีเก่ียวข้อง . ข้อมูลเหล่าน้ีจะถูกน ามาใช้ในกระบวนการฝึกโมเดลในข้ันตอนถัดไป

คุณลักษณะ (Features) ค าตอบ (Label)

[0.2, 0.4, 0.1, ..., 0.8] (ของแมว) 1

[0.5, 0.7, 0.3, ..., 0.2] (ของหมา) 0

[0.1, 0.8, 0.6, ..., 0.5] (ของแมว) 1

[0.6, 0.2, 0.7, ..., 0.9] (ของหมา) 0

[0.9, 0.5, 0.3, ..., 0.6] (ของแมว) 1



▪ ตัวอย่างการท านายข้อมูล:

▪ การท า นายการขาย : ในธุรกิจ , การท า นายการขายสินค้าหรือบริการในอนาคตจากข้อมูลการขายใน

อดีตน้ีสามารถช่วยให้ธุรกิจท าการวางแผนการผลิตหรือการโปรโมตสินค้าได้อย่างมีประสิทธิภาพ

▪ การท า นายความรู้สึกจากข้อความ : ในการวิเคราะห์ข้อมูลทางภาษาธรรมชาติ การท า นายความรู้สึก

จากข้อความท่ีเขียนโดยผู้ใช้บนโซ เชียลมีเดียหรือเว็บไซต์ น้ีสามารถช่วยธุรกิจหรือบุคคลท่ัวไปเข้าใจ

ความคิดเห็นของผู้ใช้

▪ การท า นายโรคจากรูปภาพทางการแพทย์ : ในการวิเคราะห์รูปภาพทางการแพทย์ , การท า นายว่าภาพ

น้ันๆ มีลักษณะของโรคหรือไม่  น้ีสามารถช่วยให้การตรวจวินิจฉัยเป็นไปอย่างรวดเร็วและมี

ประสิทธิภาพ

6.3 ตัวอย่างการท านายข้อมูล 
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การท านายข้อมูล (Prediction) และการจ าแนกข้อมูล (Classification) เป็นกระบวนการทางวิทยาการข้อมูล (Data 
Science) ท่ีใช้เทคนิคต่าง ๆ เพ่ือประมวลผลข้อมูล โดยมีความแตกต่างระหว่างท้ังสอง ดังน้ี

▪ ความเป้าหมาย :

▪ การท านายข้อมูล (Prediction): มีจุดมุ่งหมายเพ่ือท านายค่าหรือผลลัพธ์ท่ียังไม่ทราบของข้อมูลใหม่ , ซ่ึงอาจเป็นตัวเลข
หรือค่าท่ีไม่สามารถจ าแนกได้เป็นกลุ่ม .

▪ การจ าแนกข้อมูล (Classification): มีจุดมุ่งหมายเพ่ือจ าแนกข้อมูลลงในกลุ่มหรือประเภทต่าง ๆ ตามลักษณะหรือ
ลักษณะทางคุณสมบัติท่ีก าหนดไว้ .

▪ ผลลัพธ์ :

▪ การท านายข้อมูล (Prediction): ผลลัพธ์มักเป็นค่าท่ีท านายมาจากโมเดล , ซ่ึงอาจเป็นตัวเลขหรือค่าท่ีไม่ได้จ าแนกเป็นกลุ่ม .

▪ การจ าแนกข้อมูล (Classification): ผลลัพธ์คือการจ าแนกข้อมูลลงในกลุ่มหรือประเภทท่ีก าหนดไว้ , เช่น หมวดหมู่ A, B, 
C.

6.4 ข้อแตกต่างระหว่าง การท านายข้อมูล  และการจ าแนกข้อมูล 
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▪ ประเภทของปัญหา:

▪ การท า นายข้อมูล (Prediction): สามารถเป็นปัญหาท่ีเชิงตัวเลข (regression) หรือท่ีเชิงการจ าแนก 
(classification) ข้ึนอยู่กับลักษณะของข้อมูล .

▪ การจ าแนกข้อมูล (Classification): เป็นการแยกข้อมูลออกเป็นกลุ่มหรือประเภทท่ีแตกต่างกัน .

▪ ตัวอย่างการใช้:

▪ การท านายข้อมูล (Prediction): การท านายยอดขายของสินค้าในอนาคต , การท านายราคาหุ้น, หรือการท านายอุณหภูมิ
ในวันพรุ่งน้ี.

▪ การจ าแนกข้อมูล (Classification): การจ าแนกออก ซิลลาทรา (sentiment analysis) ของข้อความ , การจ าแนก
อยู่ในกลุ่มกลาง, สูง, หรือต่ า, หรือการจ าแนกภาพว่าเป็นแมวหรือหมา .

6.4 ข้อแตกต่างระหว่าง การท านายข้อมูล  และการจ าแนกข้อมูล  (ต่อ...)
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▪ กระบวนการของการจ าแนกข้อมูลมีข้ันตอนหลักดังน้ี

1. การเตรียมข้อมูล (Data preparation) : เตรียมข้อมูลให้พร้อมส าหรับการวิเคราะห์ เช่น ลบ
ข้อมูลท่ีไม่จ าเป็น ตรวจสอบความถูกต้องของข้อมูล เป็นต้น

2. การเลือกโมเดล (Model selection) : เลือกโมเดลการเรียนรู้ของเคร่ืองท่ีเหมาะสมส าหรับงานท่ี
ต้องการท า

3. การฝึกอบรมโมเดล (Model training) : ฝึกอบรมโมเดลโดยใช้ข้อมูลการฝึกอบรมท่ีมีป้ายก ากับ

4. การประเมินโมเดล (Model evaluation) : ประเมินประสิทธิภาพของโมเดลโดยใช้ข้อมูลทดสอบ

5. การน าไปใช้งาน (Model deployment) : น าโมเดลไปใช้ท านายข้อมูลใหม่
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6.5 กระบวนการของการจ าแนกข้อมูลมีข้ันตอนหลักดังน้ี



อัลกอริทึมการเรียนรู้ของเคร่ืองท่ีนิยมใช้ส าหรับการจ าแนกข้อมูล ได้แก่

1. Decision tree : สร้างโมเดลจ าแนกประเภทในรูปแบบของต้นไม้การตัดสินใจ

2. Support vector machine : สร้างโมเดลจ าแนกประเภทโดยใช้เส้นแบ่งท่ีแบ่งข้อมูลออกเป็นสองกลุ่มอย่าง
ชัดเจน

3. Logistic regression : สร้างโมเดลจ าแนกประเภทโดยใช้สมการโลจิสติก

4. Naive Bayes : สร้างโมเดลจ าแนกประเภทโดยใช้สมการเบย์

5. K-nearest neighbors : สร้างโมเดลจ าแนกประเภทโดยพิจารณาจากข้อมูลตัวอย่างท่ีใกล้เคียงท่ีสุด

6. Neural Networks (Deep Learning): โครงข่ายประสาทเทียมท่ีมีหลายช้ัน , ท าให้สามารถเรียนรู้ความซับซ้อน
ได้

▪ ฯลฯ
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6.6 เทคนิคท่ีใช้ในการจ าแนกข้อมูล (Classification Techniques)



6.6.1 ต้นไม้ตัดสินใจ ( Decision tree ) 
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6.6.1 ต้นไม้ตัดสินใจ ( Decision tree )

Decision Tree (ต้นไม้
ตัดสินใจ ) เป็นวิธีการท านายหรือจ าแนก
ข้อมูลท่ีมีโครงสร้างเป็นต้นไม้ท านายซ่ึง
ประกอบด้วยการตัดสินใจตามล าดับของ
เง่ือนไข (conditions) ในบริบทของการใช้ 
Decision Tree ในเหมืองข้อมูล (Data 
Mining), มีการน า Decision Tree มาใช้
เพ่ือท านายหรือจ าแนกข้อมูลเพ่ือค้นหา
ความรู้หรือโครงสร้างท่ีซ่อนอยู่ในข้อมูล



6.6.1 ต้นไม้ตัดสินใจ ( Decision tree ) 

▪ ส่วนประกอบของต้นไม้ตัดสินใจประกอบไปด้วย :

1. โหนด (Node): โหนดคือจุดท่ีใช้ในการตัดสินใจใน
ต้นไม้ . โหนด แบ่งข้อมูลออกเป็นกลุ่มย่อย ๆ โดยใช้
ลักษณะหน่ึง ๆ

2. เส้นก่ิง (Branch): เส้นก่ิงเช่ือมระหว่าง โหนดและ
แสดงถึงการตัดสินใจท่ีท าข้ึน .

3. ลักษณะ (Feature): ลักษณะคือคุณสมบัติหรือตัว
แปรท่ีใช้ในการแบ่งข้อมูล เม่ือต้นไม้ตัดสินใจต้องการ
ตัดสินใจ , จะเลือกลักษณะท่ีสามารถแบ่งข้อมูลได้ดี
ท่ีสุด

4. น้ าหนัก (Weight): น้ าหนักบนเส้นก่ิงแสดงถึง
ความส าคัญของแต่ละสาขาหรือการตัดสินใจ
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6.6.1 ต้นไม้ตัดสินใจ ( Decision tree )

https://algoaddict.wordpress.com/ 2022 /06 /27 /จากต้นไม้แห่งการตัดสิน/



6.6.1 ต้นไม้ตัดสินใจ ( Decision tree ) 

▪ ส่วนประกอบของต้นไม้ตัดสินใจประกอบไปด้วย :

5. ใบ (Leaf): ใบของต้นไม้แสดงถึงผลลัพธ์หรือการ
ตัดสินใจท่ีสุดท้ายหลังจากท่ีได้แบ่งข้อมูลตามลักษณะ
ต่าง ๆ ในต้นไม้

6. Root Node ( โหนดราก): โหนดท่ีอยู่ท่ีด้านบนสุด
ของต้นไม้ แทนด้วยลักษณะท่ีสามารถแบ่งข้อมูลได้ดี
ท่ีสุด

7. Entropy ( เอ็นทรอปี ): การวัดความไม่แน่นอนของ
ข้อมูลใน โหนด โดยท่ีค่าเอ็นทรอปีต่ าแปลว่าข้อมูลมี
การแบ่งแยกได้ดี.

8. Information Gain ( ก าไรข้อมูล): การวัดการลด
เอ็นทรอปีหรือความไม่แน่นอนท่ีลดลงหลังจากท่ีแบ่ง
ข้อมูลตามลักษณะ.
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6.6.1 ต้นไม้ตัดสินใจ ( Decision tree ) 

Decision Tree ( ต้นไม้ตัดสินใจ ) เป็นวิธีการท านายหรือจ าแนกข้อมูลท่ีมีโครงสร้างเป็นต้นไม้ท านายซ่ึงประกอบด้วยการตัดสินใจ

ตามล าดับของเง่ือนไข (conditions) ในบริบทของการใช้ Decision Tree ในเหมืองข้อมูล (Data Mining), มีการน า Decision Tree มา

ใช้เพ่ือท านายหรือจ าแนกข้อมูลเพ่ือค้นหาความรู้หรือโครงสร้างท่ีซ่อนอยู่ในข้อมูล

Decision Tree ในเหมืองข้อมูลมักถูกน ามาใช้ในการค้นหาความรู้ท่ีอาจซ่อนอยู่ในข้อมูลขนาดใหญ่ โดยท านายหรือจ าแนก

ปรากฏการณ์ต่าง ๆ ภายในข้อมูล เช่น :

▪ การท านายการซ้ือสินค้า: โดยใช้ข้อมูลการซ้ือและพฤติกรรมของลูกค้า

▪ การจ าแนกโรคทางการแพทย์ : โดยใช้ข้อมูลทางการแพทย์เพ่ือท านายว่าผู้ป่วยมีโรคใด

▪ การท านายความเส่ียงในการกู้บัตรเครดิต : โดยใช้ข้อมูลการใช้บัตรเครดิตและประวัติการช าระเงิน

Decision Tree มีข้อได้เปรียบในการอธิบายและตีความผลลัพธ์ของ การท านายหรือจ าแนกข้อมูลได้ง่าย และให้ความโปร่งใสใน

กระบวนการตัดสินใจ อย่างไรก็ตาม , การใช้ Decision Tree อาจต้องพิจารณาปัญหาของการซับซ้อนสูงข้ึน หรือปัญหาท่ีมีจ านวนตัวอย่าง

น้อยได้ท าให้ได้ผลลัพธ์ท่ีไม่แม่นย า
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6.6.2 Support Vector Machine (SVM) 
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6.6.2 Support Vector Machine (SVM) 

Support Vector Machin
e (SVM) เป็นอัลกอริทึมในเศรษฐศาสตร์
ข้อมูลท่ีใช้ในการจ าแนกข้อมูลและ การ
ท านาย SVM ถูกใช้แก้ปัญหาท่ีต้องการ
จ าแนกข้อมูลออกเป็นกลุ่มหรือประเภทต่าง 
ๆ โดยการสร้างเส้นตามข้อมูลท่ีแบ่งกลุ่ม
ออกจากกันในทางเชิงเวกเตอร์ในพ้ืนท่ี
หลาย ๆ มิติ

ท่ีมา : https://datatron.com/what -is-a-support -vector -machine/



6.6.2 Support Vector Machine (SVM) 

Support Vector Machine (SVM) เป็นอัลกอริทึมในเศรษฐศาสตร์ข้อมูลท่ีใช้ในการจ าแนก
ข้อมูลและการท านาย SVM ถูกใช้แก้ปัญหาท่ีต้องการจ าแนกข้อมูลออกเป็นกลุ่มหรือประเภทต่าง ๆ โดยการ
สร้างเส้นตามข้อมูลท่ีแบ่งกลุ่มออกจากกันในทางเชิงเวกเตอร์ในพ้ืนท่ีหลาย ๆ มิติ .

Support vector machine (SVM) เป็นอัลกอริทึมการเรียนรู้ของเคร่ืองประเภท supervised 
learning ท่ีใช้ส าหรับปัญหาการจ าแนกประเภท (classification) และปัญหาการหาค่าความถดถอย 
(regression) SVM ท างานโดยการสร้างเส้นแบ่งระหว่างคลาสต่าง ๆ ในข้อมูล เส้นแบ่งน้ีเรียกว่า 
hyperplane และจุดท่ีอยู่ใกล้ hyperplane มากท่ีสุดเรียกว่า support vectors

ในยุคของเมืองข้อมูล (data city) ข้อมูลมีปริมาณมหาศาลและมีความซับซ้อนสูง SVM จึงเป็นหน่ึง
ในอัลกอริทึมการเรียนรู้ของเคร่ืองท่ีได้รับความนิยมมากท่ีสุดส าหรับปัญหาการประมวลผลข้อมูลขนาดใหญ่ 
เน่ืองจาก SVM มีความสามารถในการเรียนรู้คุณสมบัติท่ีซับซ้อนของข้อมูลได้อย่างรวดเร็วและมีประสิทธิภาพ
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6.6.3 การถดถอยโลจิสติก (Logistic regression)
การถดถอยโลจิสติก (Logistic regression) เป็นเทคนิคการวิเคราะห์ข้อมูลเชิงพหุ (Multiple 

regression) ท่ีใช้เพ่ือประมาณค่าความน่าจะเป็นของการเกิดเหตุการณ์หน่ึงข้ึน โดยเหตุการณ์น้ันจะมีเพียง
สองสถานะเท่าน้ัน เช่น เกิดหรือไม่เกิด เส่ียงหรือไม่เส่ียง เป็นต้น

การถดถอยโลจิสติกเป็นเทคนิคท่ีได้รับความนิยมอย่างมากในงานเหมืองข้อมูล เน่ืองจากสามารถ
ประยุกต์ใช้กับปัญหาการจ าแนกประเภท (Classification) ได้หลากหลาย เช่น

▪ การจ าแนกประเภทลูกค้าว่าจะเป็นลูกค้าท่ีมีแนวโน้มจะซ้ือสินค้าหรือไม่
▪ การจ าแนกประเภทโรคว่าเป็นโรคร้ายแรงหรือไม่
▪ การจ าแนกประเภทข้อความว่าเป็น สแปมหรือไม่
▪ การจ าแนกประเภทเว็บไซต์ว่ามีความน่าเช่ือถือหรือไม่

การถดถอยโลจิสติกท างานโดยสร้างสมการเชิงเส้น (Linear equation) ข้ึนมา ซ่ึงสมการน้ีสามารถ
อธิบายความสัมพันธ์ระหว่างตัวแปรตาม (Dependent variable) ซ่ึงคือตัวแปรท่ีต้องการท านาย และตัว
แปรอิสระ (Independent variable) ซ่ึงคือตัวแปรท่ีใช้ในการท านาย
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▪ ลักษณะส าคัญของ Logistic Regression ในเหมืองข้อมูล:

▪ การจ าแนกข้อมูล (Classification): Logistic Regression มักถูกน ามาใช้ในงานจ าแนกข้อมูล , เช่น การ
ท านายการซ้ือสินค้า (1 หรือ 0), การจ าแนกหมวดหมู่ของข้อมูล , หรือการจ าแนกความน่าจะเป็น

▪ การท านายความน่าจะเป็น (Probability): Logistic Regression สามารถให้ค่าความน่าจะเป็นของเหตุการณ์ใน
รูปแบบของค่าระหว่าง 0 ถึง 1

▪ ง่ายต่อการอธิบาย : Logistic Regression เป็นอัลกอริทึมท่ีง่ายต่อการอธิบายและท าความเข้าใจ , เพราะผลลัพธ์
มีการแปลงเป็นความน่าจะเป็นท่ีอยู่ในช่วงระหว่าง 0 ถึง 1

ปรับแต่งข้ันตอน: สามารถปรับแต่งการท านายได้ด้วยการเพ่ิมหรือลดตัวแปรท่ีถูกน ามาในโมเดล
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6.6.4 Naive Bayes
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6.6.4 Naive Bayes

Naive Bayes เป็นอัลกอริทึม
ทางสถิติท่ีใช้ในการจ าแนกประเภท
ข้อมูล โดยพ้ืนฐาน Naive Baye
s ใช้ทฤษฎีท่ีเรียกว่า Bayes' Th
eorem เพ่ือท านายความน่าจะเป็น
ของการเป็นสมาชิกในกลุ่มหรือ
ประเภทต่าง ๆ ข้ึนอยู่กับลักษณะ
ของข้อมูลท่ีให้มา .



6.6.4 Naive Bayes

Naive Bayes เป็นอัลกอริทึมทางเลขสถิตท่ีมักถูกน ามาใช้ใน การท าเหมืองข้อมูล (Data Mining) และการ
จ าแนกข้อมูล . นับต้ังแต่การท านายการเลือกตัวอย่างท่ีมีป้ายก ากับ (supervised learning) ไปจนถึงการจ าแนกหรือ
การกระจายข้อมูลท่ีไม่มีป้ายก ากับ (unsupervised learning).

ลักษณะส าคัญของ Naive Bayes ในการท าเหมืองข้อมูล:

▪ ง่ายต่อการท านาย: Naive Bayes เป็นอัลกอริทึมท่ีง่ายต่อการท านายและมีการท างานท่ีเร็ว .

▪ ใช้งานได้กับข้อมูลมีมิติสูง : Naive Bayes สามารถใช้กับข้อมูลท่ีมีมิติสูงโดยท่ีไม่ต้องใช้ทรัพยากรค านวณมากมาย .

▪ มีประสิทธิภาพสูงในงานท่ีมีตัวแปรส่วนมาก : ท างานได้ดีในข้อมูลท่ีมีจ านวนตัวอย่างน้อยและมีตัวแปรมาก .

▪ ท านายและจ าแนกได้ในทางไบนารี : Naive Bayes มักถูกน ามาใช้ใน การท านายทางไบนารี , เช่น การจ าแนกออก
ซิลลาทรา, การตรวจสอบข้อความสแปม, หรือการจ าแนกอยู่ในกลุ่ม A หรือ B.
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6.6.4 Naive Bayes

▪ ส่วนประกอบหลักของ Naive Bayes ประกอบไปด้วย:

1. ความน่าจะเป็น (Probability): Naive Bayes ใช้ความน่าจะเป็นเพ่ือท านายการจ าแนกข้อมูลเป็นกลุ่มหรือประเภทท่ีแตกต่างกัน . ความน่าจะ

เป็นถูกค านวณโดยใช้ Bayes' Theorem ซ่ึงมีส่วนประกอบหลัก ๆ คือ ความน่าจะเป็นของกลุ่มท่ีต้องการจ าแนก (class) เทียบกับลักษณะของ

ข้อมูล.

2. Bayes' Theorem: สูตรทางสถิติท่ีใช้ในการค านวณความน่าจะเป็นของเหตุการณ์ A โดยทราบความน่าจะเป็นของ B และความน่าจะเป็นของ 

B เทียบกับ A

โดยท่ี:

- ( P(A|B) ) คือความน่าจะเป็นของ A เม่ือทราบ B.

- ( P(B|A) ) คือความน่าจะเป็นของ B เม่ือทราบ A.

- ( P(A) ) คือความน่าจะเป็นของ A.

- ( P(B) ) คือความน่าจะเป็นของ B.
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6.6.4 Naive Bayes

▪ ส่วนประกอบหลักของ Naive Bayes ประกอบไปด้วย:

3. Naive Assumption: Naive Bayes ท าการท านายด้วยการท าสมมติฐานท่ีเรียกว่า "Naive" หรือ "ซับซ้อน
น้อย" ท่ีความน่าจะเป็นของแต่ละลักษณะ (features) ท่ีใช้ในการจ าแนก ถูกสมมติว่าเป็นอิสระต่อกัน .

4. ลักษณะ (Features): ลักษณะของข้อมูลท่ีใช้ในการจ าแนก ท่ี Naive Bayes สมมติว่าเป็นอิสระต่อกัน .

5. หลักการท างาน: ในการจ าแนก, Naive Bayes ค านวณความน่าจะเป็นของแต่ละกลุ่มตามลักษณะของข้อมูล แล้ว
เลือกกลุ่มท่ีมีความน่าจะเป็นสูงสุดเป็นค าตอบ

Naive Bayes ได้รับช่ือว่า "Naive" เน่ืองจากมีสมมติฐานท่ีไม่ได้คิดถึงความสัมพันธ์ระหว่างลักษณะ 
(features) ซ่ึงท าให้การค านวณความน่าจะเป็นง่ายและเร็ว . ถึงแม้ว่าสมมติฐานน้ีจะไม่สอดคล้องกับบางสถานการณ์
จริง ๆ แต่ Naive Bayes ยังมีประสิทธิภาพดีในการจ าแนกข้อมูลในหลายสถานการณ์
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▪ ตัวอย่างการน า Naive Bayes ไปใช้ เช่น
▪ การจ าแนกประเภทลูกค้า ร้านค้าออนไลน์อาจใช้ Naive Bayes เพ่ือจ าแนกประเภทลูกค้าว่าจะเป็นลูกค้าท่ีมี
แนวโน้มจะซ้ือสินค้าหรือไม่ โดยพิจารณาจากข้อมูลต่างๆ ของลูกค้า เช่น อายุ เพศ ท่ีอยู่ ประวัติการซ้ือ เป็นต้น

▪ การจ าแนกประเภทโรค โรงพยาบาลอาจใช้ Naive Bayes เพ่ือจ าแนกประเภทโรคว่าเป็นโรคร้ายแรงหรือไม่ 
โดยพิจารณาจากข้อมูลต่างๆ ของผู้ป่วย เช่น อาการ ประวัติทางการแพทย์ เป็นต้น

▪ การจ าแนกประเภทข้อความ ผู้ให้บริการอีเมลอาจใช้ Naive Bayes เพ่ือจ าแนกประเภทข้อความว่าเป็น สแปม
หรือไม่ โดยพิจารณาจากเน้ือหาของข้อความ เป็นต้น

▪ การจ าแนกประเภทเว็บไซต์ ผู้ให้บริการค้นหาอาจใช้ Naive Bayes เพ่ือจ าแนกประเภทเว็บไซต์ว่ามีความ
น่าเช่ือถือหรือไม่ โดยพิจารณาจากเน้ือหาของเว็บไซต์ เป็นต้น

โดยสรุป Naive Bayes เป็นเทคนิคการเรียนรู้ของเคร่ืองท่ีมีประสิทธิภาพสูงและสามารถประยุกต์ใช้กับปัญหา
การจ าแนกประเภทได้หลากหลาย จึงเป็นเทคนิคท่ีมีความส าคัญในงานเหมืองข้อมูล
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6.6.5 K-nearest neighbors ในการท าเหมืองข้อมูล
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6.6.5 K-nearest neighbors

K-nearest neighbors (KNN) เป็นเทคนิคการ
เรียนรู้ของเคร่ืองประเภท supervised learning ท่ีใช้ส าหรับ
ปัญหาการจ าแนกประเภท (classification) โดยพิจารณาจาก
ข้อมูลใกล้เคียงท่ีสุด (nearest neighbors)

KNN ท างานโดยค้นหาข้อมูลใกล้เคียงท่ีสุดกับข้อมูล
ท่ีต้องการท านายจ านวน K ตัว จากน้ันจึงให้ข้อมูลเหล่าน้ันโหวตว่า
ข้อมูลท่ีต้องการท านายควรอยู่ในคลาสใดคลาสหน่ึง

ค่า K เป็นตัวก าหนดว่าต้องการค้นหาข้อมูลใกล้เคียง
ท่ีสุดจ านวนเท่าใด โดยค่า K ท่ีสูงจะให้ความส าคัญกับข้อมูลท่ีอยู่
ไกลออกไปมากข้ึน ในขณะท่ีค่า K ท่ีต่ าจะให้ความส าคัญกับข้อมูลท่ี
อยู่ใกล้เข้ามามากข้ึน



6.6.5 K-nearest neighbors ในการท าเหมืองข้อมูล

K-nearest neighbors (KNN) เป็นเทคนิคการเรียนรู้ของเคร่ืองประเภท supervised learning ท่ีใช้
ส าหรับปัญหาการจ าแนกประเภท (classification) โดยพิจารณาจากข้อมูลใกล้เคียงท่ีสุด (nearest neighbors)

KNN ท างานโดยค้นหาข้อมูลใกล้เคียงท่ีสุดกับข้อมูลท่ีต้องการท านายจ านวน K ตัว จากน้ันจึงให้ข้อมูลเหล่าน้ัน
โหวตว่าข้อมูลท่ีต้องการท านายควรอยู่ในคลาสใดคลาสหน่ึง

ค่า K เป็นตัวก าหนดว่าต้องการค้นหาข้อมูลใกล้เคียงท่ีสุดจ านวนเท่าใด โดยค่า K ท่ีสูงจะให้ความส าคัญกับข้อมูล
ท่ีอยู่ไกลออกไปมากข้ึน ในขณะท่ีค่า K ท่ีต่ าจะให้ความส าคัญกับข้อมูลท่ีอยู่ใกล้เข้ามามากข้ึน

▪ ลักษณะส าคัญของ K-NN ในการท าเหมืองข้อมูล:
▪ ง่ายต่อการท านาย: K-NN เป็นอัลกอริทึมท่ีง่ายต่อการท านายและไม่ต้องการการฝึกล่วงหน้า .

▪ ใช้งานได้กับข้อมูลมีมิติสูง: K-NN สามารถใช้กับข้อมูลท่ีมีมิติสูงโดยท่ีไม่ต้องใช้ทรัพยากรค านวณมากมาย .

▪ ไม่ต้องการการสร้างโมเดล: K-NN ไม่ต้องการข้ันตอนการฝึกและสร้างโมเดล มันใช้ข้อมูลโดยตรงใน การท านาย.

▪ การให้คะแนนเส้นทาง: ในบางกรณี, K-NN สามารถให้คะแนนเส้นทางแบบชัดเจน .
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▪ https://www.ibm.com/topics/knn
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6.6.5 K-nearest neighbors

โดยจากรูปจะเห็นว่ามีตัวข้อมูลสีม่วงท่ีเราไม่รู้ว่า เป็นข้อมูลกลุ่มใด เราจึงลองดูว่าในระยะใกล้ ๆ มีข้อมูลใดอยู่บ้างเพ่ือดู
ว่าตัวท่ีเราสนใจใกล้เคียงกับข้อมูลชุดไหนมากท่ีสุด ซ่ึงจากรูปจะเห็นว่าจากระยะในจุดสีม่วงจะมีสีเขียวมากกว่า ดังน้ันระบบจึงให้ค า ตอบ
เป็นสีเขียว เม่ือเราได้รู้จักมันคร่าว ๆ กันแล้ววันน้ี DIGI จะพาทุกคนไปรู้เจ้าตัว K -Nearest Neighbors ให้มากข้ึนกันครับ



▪ หลักการท างานของ K Nearest Neighbor Algorithm

หลักการท างานของอัลกอริทึม K -Nearest Neighbors (KNN) คือการจัดกลุ่มหรือจ าแนกประเภทข้อมูลใหม่โดยอิงถึงข้อมูลท่ีใกล้ท่ีสุดกับข้อมูล
ทดสอบ เพ่ือคาดเดาหรือจ าแนกประเภทข้อมูลใหม่ อัลกอริทึมน้ีสนับสนุนการเรียนรู้เชิงกระบวนการ (instance -based learning) ซ่ึงไม่มีข้ันตอนการเรียนรู้ท่ี
ซับซ้อน แต่จะใช้ข้อมูลท่ีมีอยู่เพ่ือตัดสินใจในการจัดกลุ่มหรือจ าแนกประเภทข้อมูลใหม่ โดยหลักการท างานของ KNN สามารถสรุปได้ดังน้ี :

▪ เลือกค่า K: เราต้องก าหนดค่า K ท่ีต้องการ ซ่ึงเป็นจ านวนของข้อมูลท่ีใกล้ท่ีสุดท่ีจะใช้ในการตัดสินใจ ค่า K น้ีมีผลต่อความถูกต้องและความสามารถใน การ
ท านายของโมเดล

▪ ค านวณระยะทาง : ในกระบวนการ KNN ส่วนใหญ่ใช้ระยะทางยูคลิ เดียน (Euclidean distance) เพ่ือค านวณระยะทางระหว่างข้อมูลทดสอบกับข้อมูลใน
ชุดข้อมูลการฝึกฝน ระยะทางน้ีจะวัดความคล้ายคลึงของคุณสมบัติระหว่างข้อมูล

▪ หาข้อมูลท่ีใกล้ท่ีสุด : หลังจากค านวณระยะทางระหว่างข้อมูลทดสอบกับข้อมูลในชุดข้อมูลการฝึกฝน เราจะเลือกข้อมูล K รายการท่ีมีระยะทางน้อยท่ีสุด

▪ ค านวณผลโหวต : เม่ือเราได้ข้อมูล K รายการท่ีใกล้ท่ีสุดแล้ว เราจะนับจ านวนรายการในแต่ละกลุ่มหรือประเภทข้อมูล และก าหนดกลุ่มหรือประเภทข้อมูลของ
ข้อมูลทดสอบตามจ านวนท่ีมากท่ีสุดใน K รายการน้ัน

▪ ท านายผลลัพธ์ : สุดท้ายน้ี เราจะใช้กลุ่มหรือประเภทข้อมูลท่ีได้มาจากข้ันตอนก่อนหน้าน้ีใน การท านายผลลัพธ์ของข้อมูลทดสอบ

สมมุติมีกลุ่ม 2 กลุ่ม และให้ค่า K = 3 ( K คือค่าท่ีไว้ดูจ านวนข้อมูลท่ีใกล้ท่ีสุดว่าจะดูก่ีจ านวนในการตัดสินเลือกกลุ่ม ซ่ึงส่วนใหญ่จะนิยมใช้เป็นเลขค่ี ) 
จะดูว่าใกล้เคียงกับข้อมูลชุดไหนมากท่ีสุดก็จะได้ค าตอบตามข้อมูลน้ัน ๆ ตามรูป
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▪ หลักการท างานของ K Nearest Neighbor Algorithm
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6.6.5 K-nearest neighbors

ท่ีมา : https://digi.data.go.th/blog/what -is-k-nearest -neighbors/



6.6.6 Neural Networks (NN)

Neural Networks (NN) หรือโครงข่ายประสาทเทียม , เป็น

เคร่ืองมือท่ีมีประสิทธิภาพสูงใน การท า เหมืองข้อมูล (data mining) 

โดยเฉพาะการจ าแนกข้อมูลหรือการพยากรณ์ . น่ีคือบางวิธีท่ี Neural 

Networks ถูกน ามาใช้ในการท าเหมืองข้อมูล:

Neural Networks (NN) หรือเครือข่ายประสาทเทียมเป็น

โมเดลทางคณิตศาสตร์ท่ีจ าลองการท างานของระบบประสาทของมนุษย์ใน

การประมวลผลข้อมูลและการเรียนรู้ โครงสร้างของ Neural 

Networks ประกอบไปด้วยหลายส่วนท่ีท างานร่วมกันเพ่ือด าเนินการต่าง 

ๆ ต่อไปน้ีคือส่วนประกอบหลักของ Neural Networks:
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6.6.6 Neural Networks (NN)

https://en.wikipedia.org/wiki/Neural_network



▪ Neural Networks (NN)

1. Input Layer ( ช้ันน าเข้า): ช้ันน าเข้ารับข้อมูลจากภายนอก เช่น ภาพ , 
เสียง , ข้อความ , หรือข้อมูลทางตัวเลขอ่ืน ๆ ซ่ึงจะถูกน าเข้าไปในโมเดลส าหรับการ
ประมวลผล.

2. Hidden Layers ( ช้ันซ่อน): ช้ันท่ีไม่ถูกเปิดเผยต่อภายนอก แต่ท า
หน้าท่ีประมวลผลข้อมูลจากช้ันน าเข้า และส่งผลลัพธ์ไปยังช้ันถัดไป . Neural 
Networks สามารถมีหลายช้ันซ่อน (hidden layers) ข้ึนอยู่กับความซับซ้อนของ
โครงสร้าง

3 . Weights ( น้ าหนัก ): น้ าหนักถูกก าหนดให้กับแต่ละเช่ือมโยง 
(connection) ระหว่างโหนดในช้ันท่ี i กับโหนดในช้ันท่ี i+1. น้ าหนักน้ีถูกปรับเปล่ียน
ในข้ันตอนการฝึก (training) เพ่ือให้ระบบสามารถท านายผลลัพธ์ท่ีถูกต้อง .

4. Activation Function ( ฟังก์ชันกระตุ้น ): ฟังก์ชันท่ีใช้ในแต่ละ โหนด
(node) เพ่ือท าให้มีการเรียนรู้และประมวลผลได้ . ฟังก์ชันน้ีมีหน้าท่ีให้ผลลัพธ์ท่ีไม่เป็น
เชิงเส้น ท าให้ Neural Networks สามารถจับลักษณะท่ีซับซ้อนของข้อมูลได้ .
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▪ Neural Networks (NN)

5. Bias ( ไบแอส ): ไบแอสเป็นค่าคงท่ีท่ีเพ่ิมเข้าไปในผลรวมของน้ าหนักและ
ข้อมูลท่ีมีในโหนด มีหน้าท่ีให้ความยืดหยุ่นในการปรับแต่งการเรียนรู้ของระบบ .

6 . Output Layer ( ช้ันส่งออก ): ช้ันท่ีได้ผลลัพธ์สุดท้ายหลังจากท่ีข้อมูลได้รับ
การประมวลผลผ่านทางช้ันซ่อน และมีความเก่ียวข้องกับปัญหาท่ีก าหนด , เช่น การจ าแนก , 
การท านาย, หรือการแก้ปัญหาทางคณิตศาสตร์ .

7 . Loss Function ( ฟังก์ชันสูญเสีย ): ฟังก์ชันท่ีใช้วัดความคลาดเคล่ือน
ระหว่างผลลัพธ์ท่ีได้จากระบบและผลลัพธ์ท่ีควรจะได้ ฟังก์ชันน้ีถูกใช้ในกระบวนการการฝึก 
Neural Networks.

8. Optimizer: อัลกอริทึมท่ีใช้ในการปรับค่าน้ าหนักเพ่ือลดค่าคลาดเคล่ือน 
และเพ่ิมประสิทธิภาพของระบบ โดยมักจะใช้ตัวอัลกอริทึมเช่น Gradient Descent, 
Adam, หรือ RMSprop.

Neural Networks มีความหลากหลายและมีการปรับปรุงเพ่ิมเติมข้ึนตาม
ความต้องการของแต่ละงาน แต่ส่วนประกอบท่ีกล่าวถึงเป็นพ้ืนฐานท่ีส าคัญในการท างานของ 
Neural Networks.
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6.6.6 Neural Networks (NN)

https://en.wikipedia.org/wiki/Neural_network



6.7 การประยุกต์ใช้งานต้นไม้ตัดสินใจ (Decision Tree)
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6.7.1 การจัดเตรียมข้อมูลส าหรับการจ าแนกและการท านาย
ข้อมูล

1) การท าความสะอาดข้อมูล (Data cleansing) —จะเก่ียวข้องกับการประมวลผลข้อมูลเบ้ืองต้นท่ีจะลบหรือลด
ข้อมูลท่ีมีส่ิงรบกวน (noise) ด้วยการประยุกต์ใช้วิธีการปรับเรียบข้อมูลแบบต่าง ๆ และจัดการกับการขาดหายไป
ของข้อมูลด้วยการแทนค่าของข้อมูลท่ีขาดหายไปด้วยค่าของข้อมูลท่ีปรากฏบ่อยท่ีสุดหรือทาการแทนด้วยค่าของ
ข้อมูลท่ีมีค่าเชิงสถิติสูงท่ีสุด เป็นต้น 

2) ความเก่ียวเน่ืองของข้อมูล (Relevance analysis) —จะท าการตรวจสอบข้อมูลแอทริบิวต่าง ๆ ว่ามีความ
เก่ียวเน่ืองหรือซ้าซ้อนกันมากน้อยเพียงใด ซ่ึงโดยปกติของชุดข้อมูลจะมีแอทริบิวต์ท่ีซ้าซ้อนกัน ดังน้ัน เพ่ือท่ีจะ
หลีกเล่ียงความซ้าซ้อนดังกล่าว เราสามารถประยุกต์ใช้การวิเคราะห์สหสัมพันธ์ (correlation analysis) เพ่ือท า
การตรวจสอบทางสถิติว่า 2 แอทริบิวต์ใดๆ (เลือกพิจารณาทีละคู่ของแอทริบิวต์จากแอทริบิวท้ังหมด ) มีความ
เหมือนกันหรือแตกต่างกันมากน้อยเพียงใด ตัวอย่างเช่น แอทริบิว 𝐴1 และ 𝐴2 ท่ีมีความเหมือนกันค่อนข้างมากจะ
ท าให้เราทราบว่าเราควรท่ีจะต้องลบแอทริบิวต์ดแอทริบิวต์หน่ึงออกจากเซตของแอทริบิวท่ีจะทาการพิจารณา 
จากน้ันเราจะต้องท าการเลือกแอทริบิวท่ีน่าสนใจ (Attribute subset selection) เพ่ือลดปริมาณแอทริบิวท่ี
ต้องพิจารณา อันน ามาซ่ึงการลดทรัพยากรในการค านวณและอาจเป็นการเพ่ิมความถูกต้องของการค้นหาผลลัพธ์
ได้อีกด้วย 



6.7.1 การจัดเตรียมข้อมูลส าหรับการจ าแนกและการท านายข้อมูล (ต่อ)

3) การเปล่ียนแปลง/เปล่ียนรูปข้อมูลและการลดจ านวนข้อมูล (Data transformation and reduction) —ข้อมูล
ท่ีเป็นอินพุตอาจมีช่วงของข้อมูลหรือค่าของข้อมูลท่ีมีระยะห่างค่อนข้างมาก ดังน้ัน เราอาจท าการเปล่ียนแปลง /เปล่ียนรูป
ด้วยวิธีการ normalization ท่ีจะท าการปรับเปล่ียนค่าในแอทริบิวต์หน่ึง ๆ ให้อยู่ในช่วงท่ีก าหนด อาทิเช่น ช่วง -1.0 ถึง 
1.0 หรือ ช่วง 0.0 ถึง 1.0 เป็นต้น การปรับเปล่ียนช่วงของข้อมูลจะช่วยในเร่ืองของการหาความแตกต่างระหว่างข้อมูล
เรคคอร์ดต่างๆ (distance measure) นอกจากน้ันการเปล่ียนแปลง /เปล่ียนรูปข้อมูลยังสามารถท าได้ด้วยวิธีการ gen
eralization ท่ีซ่ึงจะท าให้ข้อมูลมีความละเอียดน้อยลง ตัวอย่างเช่น แอทริบิวต์ท่ีบ่งบอกถึงรายได้ท่ีเป็นค่าต่อเน่ือง (
ค่าเงินจริงท่ีแต่ละบุคคลได้รับในแต่ละเดือน ) จะสามารถถูกท า generalize ให้อยู่ในช่วงท่ีไม่ต่อเน่ืองได้ อาทิเช่น low, me
dium และ high เป็นต้น ย่ิงไปกว่าน้ัน เรายังสามารถลดจานวนข้อมูลท่ีต้องทาการพิจารณาได้ด้วยการประยุกต์ใช้เทคนิค
ต่าง ๆ อาทิเช่น

wavelet transformation และ principal component analysis รวมถึงเทคนิคการท า binning, his
togram analysis และ clustering เป็นต้น 
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จะสามารถถูกท า generalize ให้อยู่ในช่วงท่ีไม่ต่อเน่ืองได้ อาทิเช่น low, medium และ high เป็นต้น 

ล าดับ อายุ อาชีพ รายได้ รายจ่าย เงินเดือน ประวัติ คลาส

1 36 อาจารย์ 50000 30000 40000 ล่าช้า เส่ียง

2 40 หมอ 70000 40000 50000 ไม่มี ปลอดภัย

3 50 ภารโรง 30000 10000 20000 ไม่มี ปลอดภัย

4 24 พนักงานออฟ
ฟิส

40000 20000 30000 ค้างช าระ เส่ียง

1 – 10000 Low
10001 – 50000 MEDIUM
50001 – 100000 High
100001 ข้ึน Very High

ล าดับ อายุ อาชีพ รายได้ รายจ่าย เงินเดือ
น

ประวัติ คลาส

1 36 อาจารย์ MEDIUM 30000 40000 ล่าช้า เส่ียง

2 40 หมอ HIGH 40000 50000 ไม่มี ปลอดภัย

3 50 ภารโรง MEDIUM 10000 20000 ไม่มี ปลอดภัย

4 24 พนักงาน
ออฟฟิส

MEDIUM 20000 30000 ค้างช าระ เส่ียง



6.7.2 การเปรียบเทียบประสิทธิภาพวิธีในการจ าแนกและท านายข้อมูล 

ในการเปรียบเทียบประสิทธิภาพของวิธีในการจ าแนกและท านายข้อมูล จะท าการประยุกต์ใช้
เกณฑ์ดังต่อไปน้ี 

1) ความถูกต้อง (Accuracy) —จะเก่ียวข้องกับความสามารถของตัวจ าแนกข้อมูลท่ีถูก
สร้างข้ึนท่ีจะสามารถจ าแนกข้อมูลท่ีไม่เคยพบเจอมาก่อนได้อย่างถูกต้อง โดยในการวัด
ความถูกต้องอาจประเมินได้จากการใช้ชุดข้อมูลหน่ึง ๆ (หรือมากกว่าหน่ึงชุดก็ได้ ) ท่ีแยก
จากชุดข้อมูลเรียนรู้ (training dataset) 

2) ความเร็ว (Speed) —จะเก่ียวข้องกับเวลาท่ีใช้ในการค านวณท้ังในส่วนของการสร้างตัว
จ าแนกข้อมูลและการจ าแนก /ท านายข้อมูล (เวลาในการเรียนรู้ + เวลาทดสอบ )



6.7.2 การเปรียบเทียบประสิทธิภาพวิธีในการจ าแนกและท านายข้อมูล
(ต่อ)

3) ความทนทาน (Robustness) —-จะเก่ียวข้องกับความสามารถของตัวจ าแนกหรือตัวท านายข้อมูล
ท่ีจะท าการท านายได้อย่างถูกต้องจากข้อมูลต้ังต้นท่ีมีส่ิงรบกวนหรือมีการขาดหายไปของข้อมูล 

4) ความยืดหยุ่นต่อปริมาณข้อมูล (Scalability) —จะเก่ียวข้องกับความสามารถในการสร้างตัว
จ าแนกข้อมูลหรือตัวท านายข้อมูลได้อย่างมีประสิทธิภาพเม่ือมีข้อมูลท่ีต้องพิจารณาเป็นปริมาณมาก 

5) ความสามารถในการเข้าใจ (Interpretability) —เก่ียวเน่ืองกับระดับความสามารถท่ีจะถูกเข้าใจใน
ตัวจ าแนกหรือท านายข้อมูลจากผู้ใช้งาน 



ล าดับ อายุ อาชีพ รายได้ รายจ่าย เงินเดือน ประวัติ คลาส

1 36 อาจารย์ MEDIUM 30000 40000 ล่าช้า เส่ียง

2 40 หมอ HIGH 40000 50000 ไม่มี ปลอดภัย

3 50 ภารโรง MEDIUM 10000 20000 ไม่มี ปลอดภัย

4 24 พนักงาน
ออฟฟิส

MEDIUM 20000 30000 ค้างช าระ เส่ียง

….

ความยืดหยุ่นต่อปริมาณข้อมูล (Scalability) —จะเก่ียวข้องกับความสามารถในการสร้างตัวจ าแนกข้อมูลหรือ
ตัวท านายข้อมูลได้อย่างมีประสิทธิภาพเม่ือมีข้อมูลท่ีต้องพิจารณาเป็นปริมาณมาก 



หมายเหตุ :

คอลัมน์ "รายได้" แบ่งเป็น 3 ระดับ : ต่ า (LOW), ปานกลาง (MEDIUM), สูง (HIGH)
คอลัมน์ "ประวัติ" แบ่งเป็น 2 ประเภท : ดี (ไม่มีประวัติเสีย ), เสีย (มีประวัติล่าช้า ค้างช าระ )
คอลัมน์ "คลาส" บ่งบอกว่าผู้ขอกู้มีสถานะการเงินท่ี "ปลอดภัย" หรือ "เส่ียง"

การวิเคราะห์
จากตารางข้อมูลข้างต้น เราสามารถวิเคราะห์ได้ดังน้ี :

ผู้ขอกู้ท่ีมีอายุน้อย มักจะมีรายได้น้อยกว่าผู้ขอกู้ท่ีมีอายุมาก (30 ,000 บาท vs . 40,000 บาท)
ผู้ขอกู้ท่ีมีอาชีพเป็นหมอ มักจะมีรายได้มากกว่าผู้ขอกู้ท่ีมีอาชีพอ่ืน (50 ,000 บาท vs . 40,000 บาท)
ผู้ขอกู้ท่ีมีรายได้มากกว่ารายจ่าย มักจะมีสถานะการเงินท่ีปลอดภัย (2 จาก 3)
ผู้ขอกู้ท่ีมีประวัติการช าระหน้ีล่าช้าหรือค้างช าระ มักจะมีสถานะการเงินท่ีเส่ียง (2 จาก 2)

ข้อจ ากัด

ข้อมูลในตารางน้ีมีจ านวนจ ากัด ไม่สามารถสรุปผลได้อย่างแน่ชัด จ าเป็นต้องมีข้อมูลเพ่ิมเติมเพ่ือวิเคราะห์อนาคต



3) ความทนทาน (Robustness) —-จะเก่ียวข้องกับความสามารถของตัวจ าแนกหรือตัวท านาย
ข้อมูลท่ีจะท าการท านายได้อย่างถูกต้องจากข้อมูลต้ังต้นท่ีมีส่ิงรบกวนหรือมีการขาดหายไปของ
ข้อมูล 

ล าดับ อายุ อาชีพ รายได้ รายจ่าย เงินเดือน ประวัติ คลาส

1 36 อาจารย์ MEDIUM 30000 40000 ล่าช้า เส่ียง

2 40 หมอ HIGH 40000 50000 ไม่มี ปลอดภัย

3 50 ภารโรง MEDIUM 10000 20000 ไม่มี ปลอดภัย

4 24 พนักงาน
ออฟฟิส

MEDIUM 20000 30000 ค้างช าระ เส่ียง

5 ?? พนักงาน
โรงงาน

MEDIUM 20000 30000 ค้างช าระ เส่ียง

100000 ???
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3) ความทนทาน (Robustness) —-จะเก่ียวข้องกับความสามารถของตัวจ าแนกหรือตัวท านายข้อมูลท่ีจะท า
การท านายได้อย่างถูกต้องจากข้อมูลต้ังต้นท่ีมีส่ิงรบกวนหรือมีการขาดหายไปของข้อมูล 

ล าดับ อายุ อาชีพ รายได้ รายจ่าย เงินเดือน ประวัติ คลาส

1 36 อาจารย์ MEDIUM 30000 40000 ล่าช้า เส่ียง

2 40 หมอ HIGH 40000 50000 ไม่มี ปลอดภัย

3 50 ภารโรง MEDIUM 10000 20000 ไม่มี ปลอดภัย

4 24 พนักงาน
ออฟฟิส

MEDIUM 20000 30000 ค้างช าระ เส่ียง

5 ?? พนักงาน
โรงงาน

MEDIUM 20000 30000 ค้างช าระ เส่ียง

100000 ???

บทท่ี 6 การจ าแนกข้อมูล (Classification & Regression) วิชาเหมืองข้อมูล (Data Mining)
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6.7.3 การเตรียมข้อมูลประยุกต์ใช้งาน ต้นไม้ตัดสินใจ (Decision Tree) ในภาษาไพธอน

บทท่ี 6 การจ าแนกข้อมูล (Classification & Regression) วิชาเหมืองข้อมูล (Data Mining)
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ตัวอย่างต่อไปน้ีแป็ นการสร้างข้อมูลทดสอบส าหรับการใช้ Decision Tree ในการท านาย Churn ( การ
ตกลง) ของลูกค้า โดยมีคุณลักษณะหลายประการท่ีสามารถมีผลต่อการตัดสินใจของลูกค้าในการเลือกท่ีจะตกลง
หรือไม่ตกลงในการใช้บริการ หรือสินค้า โดย Churn มักถูกนิยามว่าลูกค้าท่ียุติการใช้บริการหรือสินค้า

ตัวอย่างข้อมูลท่ีถูกสร้างมีคุณลักษณะดังน้ี :

▪ 'อายุ': อายุของลูกค้าท่ีถูกสุ่มมาจากการสุ่มตัวเลขในช่วง 18 -64 ปี.

▪ 'เพศ ': เพศของลูกค้าท่ีถูกสุ่มมาเป็นชายหรือหญิง .

▪ 'รายได้ ': รายได้ของลูกค้าท่ีถูกสุ่มมาเป็น 'น้อย' หรือ 'มาก'.

▪ 'การศึกษา ': ระดับการศึกษาของลูกค้าท่ีถูกสุ่มมาเป็น 'ปริญญาตรี ', 'มัธยม', หรือ 'ปริญญาโท '.

▪ 'การท างาน ': สถานะการท างานของลูกค้าท่ีถูกสุ่มมาเป็น 'ท างาน ' หรือ 'ไม่ท างาน '.

▪ 'Churn': ค่าเป้าหมายท่ีถูกสุ่มมาเพ่ือแสดงว่าลูกค้าตกลง ('ใช่ ') หรือไม่ตกลง ('ไม่').

File : Lec 06 _DT_Gen_dataset.py



6.7.3 การเตรียมข้อมูลประยุกต์ใช้งาน ต้นไม้ตัดสินใจ (Decision Tree) ในภาษาไพธอน
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import pandas as pd

import numpy as np
np.random .seed (42 )
# สร้าง DataFrame ส าหรับตัวอย่าง 1000 รายการ

data = {

'อายุ': np.random .randint (18 , 65 , size =1000 ),

'เพศ': np.random .choice (['ชาย', 'หญิง'], size =1000 ),

'รายได้': np.random .choice (['น้อย', 'มาก'], size =1000 ),

'การศึกษา': np.random .choice (['ปริญญาตรี', 'มัธยม', 'ปริญญาโท'], size =1000 ),

'การท างาน': np.random .choice (['ท างาน', 'ไม่ท างาน'], size =1000 ),

'Churn' : np.random .choice (['ใช่', 'ไม่'], p=[0.2, 0.8], size =1000 )

}
df = pd.DataFrame (data )
# บันทึก DataFrame เป็นไฟล์ Excel

df.to_excel ('decision_tree_dataset 01 .xlsx' , index =False )

หลังจากสร้างข้อมูล , ค าส่ัง df .to_excel ('decision _
tree _dataset .xlsx ', index =False ) ถูกใช้เพ่ือบันทึก 
DataFrame ลงในไฟล์ Excel ท่ีช่ือ decision _tree
_dataset .xlsx โดยไม่รวม index ลงไป น าไปใช้เป็น
ข้อมูลในการฝึกและทดสอบ Decision Tree ส าหรับ
การท านาย Churn ของลูกค้า

File : Lec 06 _DT_Gen_dataset.py



6.7.3 การเตรียมข้อมูลประยุกต์ใช้งาน ต้นไม้ตัดสินใจ (Decision Tree) ในภาษาไพธอน

บทท่ี 6 การจ าแนกข้อมูล (Classification & Regression) วิชาเหมืองข้อมูล (Data Mining)

ผู้ช่วยศาสตาราจาร ย์ ดร. นัฐพงศ์ ส่งเนียม

หลังจากสร้างข้อมูล , ค าส่ัง df .to_excel ('decision _tree
_dataset .xlsx ', index =False ) ถูกใช้เพ่ือบันทึก DataFr
ame ลงในไฟล์ Excel ท่ีช่ือ decision _tree _dataset .xl
sx โดยไม่รวม index ลงไป . น าไปใช้เป็นข้อมูลในการฝึกและ
ทดสอบ Decision Tree ส าหรับการท านาย Churn ของ
ลูกค้า.

File : Lec 06 _DT_Gen_dataset.py



6.7.3 การเตรียมข้อมูลประยุกต์ใช้งาน ต้นไม้ตัดสินใจ (Decision Tree) ในภาษาไพธอน

บทท่ี 6 การจ าแนกข้อมูล (Classification & Regression) วิชาเหมืองข้อมูล (Data Mining)

ผู้ช่วยศาสตาราจาร ย์ ดร. นัฐพงศ์ ส่งเนียม

▪ การประยุกต์ใช้งานต้นไม้ตัดสินใจมักถูกน ามาใช้ใน

งานท่ีต้องการการตัดสินใจหรือการจ าแนก

หมวดหมู่ ตัวอย่างน้ีจะใช้ scikit -learn ในการ

สร้างต้นไม้ตัดสินใจและประยุกต์ใช้งาน

▪ สมมติว่าเรามีข้อมูลตัวอย่างเก่ียวกับการ

ตัดสินใจของลูกค้าท่ีจะซ้ือหรือไม่ซ้ือสินค้า โดยมี

ข้อมูลตัวอย่างน้ีจะมีคอลัมน์ "อายุ ", "เพศ ", 

"รายได้", และ "การซ้ือสินค้า " (Churn) ซ่ึงบอก

ว่าลูกค้าซ้ือหรือไม่ซ้ือ

อายุ   เพศ  รายได้  การซ้ือสินค้า
0 28 ชาย    น้อย      ไม่ซ้ือ
1 45 หญิง    มาก          ซ้ือ
2 33 ชาย    มาก          ซ้ือ
3 22 หญิง    น้อย      ไม่ซ้ือ
4 36 ชาย    มาก          ซ้ือ
5 50 หญิง    มาก      ไม่ซ้ือ
6 28 ชาย    น้อย          ซ้ือ
7 40 หญิง    มาก          ซ้ือ
8 32 ชาย    น้อย      ไม่ซ้ือ
9 55 หญิง    มาก          ซ้ือ

ตัวอย่างข้อมูล



6.7.4 การประยุกต์ใช้งาน ต้นไม้ตัดสินใจ (Decision Tree) ในภาษาไพธอน

บทท่ี 6 การจ าแนกข้อมูล (Classification & Regression) วิชาเหมืองข้อมูล (Data Mining)

ผู้ช่วยศาสตาราจาร ย์ ดร. นัฐพงศ์ ส่งเนียม

import pandas as pd

from sklearn .model_selection import train_test_split

from sklearn .tree import DecisionTreeClassifier

from sklearn .metrics import accuracy_score , classification_report , 
confusion_matrix

from sklearn import preprocessing
# สร้าง DataFrame ส าหรับตัวอย่าง

หมายเหตุ : ไฟล์น้ีจะมีท้ังหมด 4 ส่วนคือ part 01 – part 04

Part01 : Lec 06 _Decision_Tree_Churn 01 .py



6.7.4 การประยุกต์ใช้งาน ต้นไม้ตัดสินใจ (Decision Tree) ในภาษาไพธอน

บทท่ี 6 การจ าแนกข้อมูล (Classification & Regression) วิชาเหมืองข้อมูล (Data Mining)

ผู้ช่วยศาสตาราจาร ย์ ดร. นัฐพงศ์ ส่งเนียม

ช่ือไฟล์ : Lec 06 _Decision_Tree_Churn 01 .py



6.7.4 การประยุกต์ใช้งาน ต้นไม้ตัดสินใจ (Decision Tree) ในภาษาไพธอน

บทท่ี 6 การจ าแนกข้อมูล (Classification & Regression) วิชาเหมืองข้อมูล (Data Mining)

ผู้ช่วยศาสตาราจาร ย์ ดร. นัฐพงศ์ ส่งเนียม

import pandas as pd

import numpy as np

from sklearn .model_selection import train_test_split

from sklearn .tree import DecisionTreeClassifier

from sklearn .preprocessing import LabelEncoder
# อ่านไฟล์ Excel

df = pd.read_excel ('decision_tree_dataset 01 .xlsx' )

Part01 : Lec 06 _Decision_Tree_Churn 01 .py



6.7.4 การประยุกต์ใช้งาน ต้นไม้ตัดสินใจ (Decision Tree) ในภาษาไพธอน

บทท่ี 6 การจ าแนกข้อมูล (Classification & Regression) วิชาเหมืองข้อมูล (Data Mining)

ผู้ช่วยศาสตาราจาร ย์ ดร. นัฐพงศ์ ส่งเนียม

# แปลงค่าข้อความเป็นตัวเลข

label_encoders = {}

for col in ['เพศ ', 'รายได้ ', 'การศึกษา ', 'การท างาน ', 'Churn' ]:

le = LabelEncoder ()

df [col ] = le .fit_transform (df [col ])

label_encoders [col ] = le # เก็บตัวแปลงค่าไว้ใช้ภายหลัง
# แยกคุณลักษณะและเป้าหมาย

X = df.drop ('Churn' , axis =1)

y = df ['Churn' ]
# แบ่งข้อมูล train/test

X_train , X_test , y_train , y_test = train_test_split (X , y, test_size =0.2 , random_state =42 )

Part02 : Lec 06 _Decision_Tree_Churn 01 .py



6.7.4 การประยุกต์ใช้งาน ต้นไม้ตัดสินใจ (Decision Tree) ในภาษาไพธอน

บทท่ี 6 การจ าแนกข้อมูล (Classification & Regression) วิชาเหมืองข้อมูล (Data Mining)

ผู้ช่วยศาสตาราจาร ย์ ดร. นัฐพงศ์ ส่งเนียม

# สร้างและฝึกโมเดล Decision Tree

model = DecisionTreeClassifier (max_depth =5, random_state =42 )

model .fit (X_train , y_train )
# ข้อมูล unseen 3 รายการ

unseen_data = pd.DataFrame ([

{'อายุ': 30 , a'เพศ ': 'ชาย', 'รายได้ ': 'มาก', 'การศึกษา ': 'ปริญญาตรี ', 'การท างาน ': 'ท างาน '},

{'อายุ': 50 , 'เพศ ': 'หญิง', 'รายได้ ': 'น้อย', 'การศึกษา ': 'มัธยม', 'การท างาน ': 'ไม่ท างาน '},

{'อายุ': 40 , 'เพศ ': 'ชาย', 'รายได้ ': 'น้อย', 'การศึกษา ': 'ปริญญาโท ', 'การท างาน ': 'ท างาน '}

])

# แปลงข้อมูล unseen ให้เป็นตัวเลข

for col in ['เพศ ', 'รายได้ ', 'การศึกษา ', 'การท างาน ']:

unseen_data [col ] = label_encoders [col ].transform( unseen_data [col ])

Part03 : Lec 06 _Decision_Tree_Churn 01 .py



6.7.4 การประยุกต์ใช้งาน ต้นไม้ตัดสินใจ (Decision Tree) ในภาษาไพธอน

บทท่ี 6 การจ าแนกข้อมูล (Classification & Regression) วิชาเหมืองข้อมูล (Data Mining)

ผู้ช่วยศาสตาราจาร ย์ ดร. นัฐพงศ์ ส่งเนียม

# ท านายผล

unseen_predictions = model .predict (unseen_data )

# แปลงผลลัพธ์กลับเป็นข้อความ

unseen_data ['Churn' ] = label_encoders ['Churn' ].inverse_transform (unseen_predictions )

# แสดงผลลัพธ์

print (unseen_data )

Part04 : Lec 06 _Decision_Tree_Churn 01 .py





6.7.4 การประยุกต์ใช้งาน ต้นไม้ตัดสินใจ (Decision Tree) ในภาษาไพธอน

บทท่ี 6 การจ าแนกข้อมูล (Classification & Regression) วิชาเหมืองข้อมูล (Data Mining)

ผู้ช่วยศาสตาราจาร ย์ ดร. นัฐพงศ์ ส่งเนียม

import pandas as pd

from sklearn .model_selection import train_test_split

from sklearn .tree import DecisionTreeClassifier

from sklearn .metrics import accuracy_score , classification_report , 
confusion_matrix

from sklearn import preprocessing
# สร้าง DataFrame ส าหรับตัวอย่าง

หมายเหตุ : ไฟล์น้ีจะมีท้ังหมด 4 ส่วนคือ part 01 – part 04

Part01 : Lec 06 _DT_Churn 01 .py



import pandas as pd
from sklearn .model_selection import train_test_split
from sklearn .tree import DecisionTreeClassifier
from sklearn .compose import ColumnTransformer
from sklearn .preprocessing import OneHotEncoder
from sklearn .pipeline import Pipeline
df = pd.read_excel ('decision_tree_dataset 01 .xlsx' )
X = df.drop ('Churn' , axis =1)
y = df ['Churn' ]
cat_cols = ['เพศ ', 'รายได้ ', 'การศึกษา ', 'การท างาน ']
num_cols = ['อายุ']
preprocess = ColumnTransformer (

transformers =[
('cat' , OneHotEncoder (handle_unknown ='ignore' ), cat_cols ),
('num', 'passthrough' , num_cols )

]
)

Part01 : Lec 06 _DT_Churn 02 .py



model = DecisionTreeClassifier (max_depth =5, random_state =42 , class_w
eight ='balanced' )
pipe = Pipeline (steps =[('preprocess' , preprocess ),

('model' , model )])
X_train , X_test , y_train , y_test = train_test_split (X , y, test_size =0.2 , rando
m_state =42 )
pipe .fit (X_train , y_train )
unseen_data = pd.DataFrame ([

{'อายุ': 30 , 'เพศ ': 'ชาย', 'รายได้ ': 'มาก', 'การศึกษา ': 'มัธยม', 'การท างาน ': 'ไม่ท างาน '},
{'อายุ': 50 , 'เพศ ': 'หญิง', 'รายได้ ': 'น้อย', 'การศึกษา ': 'มัธยม', 'การท างาน ': 'ไม่ท างาน '},
{'อายุ': 22 , 'เพศ ': 'หญิง', 'รายได้ ': 'มาก', 'การศึกษา ': 'ปริญญาโท ', 'การท างาน ': 'ไม่ท างาน '}

])
pred = pipe .predict (unseen_data )
unseen_data ['Churn' ] = pred
print (unseen_data )

Part02 : Lec 06 _DT_Churn 02 .py



6.7.4 การประยุกต์ใช้งาน ต้นไม้ตัดสินใจ (Decision Tree) ในภาษาไพธอน

บทท่ี 6 การจ าแนกข้อมูล (Classification & Regression) วิชาเหมืองข้อมูล (Data Mining)

ผู้ช่วยศาสตาราจาร ย์ ดร. นัฐพงศ์ ส่งเนียม

data = {

'อายุ': [25 , 35 , 22 , 30 , 21 , 45 , 32 , 28 , 50 , 40 ],

'เพศ ': ['ชาย', 'หญิง', 'ชาย', 'หญิง', 'ชาย', 'หญิง', 'ชาย', 'หญิง', 'ชาย', 'หญิง'],

'รายได้ ': ['น้อย', 'มาก', 'มาก', 'น้อย', 'มาก', 'มาก', 'น้อย', 'มาก', 'น้อย', 'มาก'],

'การซ้ือสินค้า ': ['ไม่ซ้ือ ', 'ซ้ือ', 'ซ้ือ', 'ไม่ซ้ือ ', 'ซ้ือ', 'ไม่ซ้ือ ', 'ซ้ือ', 'ซ้ือ', 'ไม่ซ้ือ ', 'ซ้ือ']

}

df = pd.DataFrame (data )
# แปลงข้อมูลแบบ categorical เป็นตัวเลข

le = preprocessing .LabelEncoder ()

Part02 : Lec 06 _DT_Churn 01 .py



6.7.4 การประยุกต์ใช้งาน ต้นไม้ตัดสินใจ (Decision Tree) ในภาษาไพธอน

บทท่ี 6 การจ าแนกข้อมูล (Classification & Regression) วิชาเหมืองข้อมูล (Data Mining)

ผู้ช่วยศาสตาราจาร ย์ ดร. นัฐพงศ์ ส่งเนียม

df ['เพศ '] = le .fit_transform (df ['เพศ '])

df ['รายได้ '] = le .fit_transform (df ['รายได้ '])

df ['การซ้ือสินค้า '] = le .fit_transform (df ['การซ้ือสินค้า '])
# แบ่งข้อมูลเป็น train และ test

X = df [['อายุ', 'เพศ ', 'รายได้ ']]

y = df ['การซ้ือสินค้า ']

X_train , X_test , y_train , y_test = train_test_split (X , y, test_size =0.2 , random_state =42 )

# สร้างต้นไม้ตัดสินใจ

tree_model = DecisionTreeClassifier (random_state =42 )

tree_model .fit (X_train , y_train )

Part03 : Lec 06 _DT_Churn 01 .py



6.7.4 การประยุกต์ใช้งาน ต้นไม้ตัดสินใจ (Decision Tree) ในภาษาไพธอน

บทท่ี 6 การจ าแนกข้อมูล (Classification & Regression) วิชาเหมืองข้อมูล (Data Mining)

ผู้ช่วยศาสตาราจาร ย์ ดร. นัฐพงศ์ ส่งเนียม

# ท านายบนข้อมูลทดสอบ

y_pred = tree_model .predict (X_test )

# วัดประสิทธิภาพ

accuracy = accuracy_score (y_test , y_pred )

conf_matrix = confusion_matrix (y_test , y_pred )

class_report = classification_report (y_test , y_pred )

print (f'Accuracy : {accuracy }')

print (f'Confusion Matrix: \ n{conf_matrix }')

print (f'Classification Report: \ n{class_report }')

Part04 : Lec 06 _DT_Churn 01 .py



6.7.4 การประยุกต์ใช้งาน ต้นไม้ตัดสินใจ (Decision Tree) ในภาษาไพธอน

บทท่ี 6 การจ าแนกข้อมูล (Classification & Regression) วิชาเหมืองข้อมูล (Data Mining)

ผู้ช่วยศาสตาราจาร ย์ ดร. นัฐพงศ์ ส่งเนียม

วิเคราะห์ผลลัพธ์ การวิเคราะห์ผลลัพธ์จากการทดสอบโมเดลต้นไม้ตัดสินใจท่ีคุณได้
แสดงมีลักษณะดังน้ี :
1. Accuracy : 1.0 (หรือ 100 %)

- Accuracy คือสัดส่วนของ การท านายท่ีถูกต้องท้ังหมดต่อ
จ านวนท้ังหมดของ การท านาย

- ในกรณีน้ี , โมเดลท านายถูกท้ังหมด , ค่า accuracy เท่ากับ 1.0
หรือ 100 %
2. Confusion Matrix :

- มีขนาด 2x2 แสดงการจ าแนกท่ีท านายถูกและท านายผิด
- มีตัวเลข 1 อยู่ในแท่งท่ี (1, 1) และ (2, 2) แสดงว่าท้ัง 2 กรณี

ท้ังหมดถูกท านายถูกต้อง



6.7.4 การประยุกต็ใช้งาน ต้นไม้ตัดสินใจ (Decision Tree) ในภาษาไพธอน

บทท่ี 6 การจ าแนกข้อมูล (Classification & Regression) วิชาเหมืองข้อมูล (Data Mining)

ผู้ช่วยศาสตาราจาร ย์ ดร. นัฐพงศ์ ส่งเนียม

วิเคราะห์ผลลัพธ์ 3. Classification Report :
- Precision: คือสัดส่วนของ True Positive (TP) ต่อ (TP + F

alse Positive (FP))
- Recall (Sensitivity ): คือสัดส่วนของ TP ต่อ (TP + False

Negative (FN))
- F1-Score : เป็นค่าเฉล่ียท่ีน า precision และ recall มารวมกัน
- Support : คือจ านวนของตัวอย่างในแต่ละคลาส
- Macro Avg : คือค่าเฉล่ียของ precision , recall , และ F1-sc

ore ท่ีค านวณโดยไม่ค านึงถึงขนาดของแต่ละคลาส
- Weighted Avg : คือค่าเฉล่ียของ precision , recall , และ F1

-score ท่ีค านวณโดยค านึงถึงขนาดของแต่ละคลาส
ในกรณีน้ี , ผลลัพธ์ท้ังหมดท าให้เห็นว่าโมเดลท านายทุก

รายการถูกต้องท้ังหมด , ซ่ึงส่งผลให้ accuracy เป็น 1.0 หรือ 100
%. อย่างไรก็ตาม , ควรระมัดระวังเม่ือวิเคราะห์ผลลัพธ์น้ี , โดยการ
ตรวจสอบข้อมูลทดสอบและระวังปัญหา overfitting



6.7.4 การประยุกต็ใช้งาน ต้นไม้ตัดสินใจ (Decision Tree) ในภาษาไพธอน

บทท่ี 6 การจ าแนกข้อมูล (Classification & Regression) วิชาเหมืองข้อมูล (Data Mining)

ผู้ช่วยศาสตาราจาร ย์ ดร. นัฐพงศ์ ส่งเนียม

วิเคราะห์ผลลัพธ์ ในทางทฤษฎี , ผลลัพธ์ท่ีได้มีความแม่นย าเต็ม
รูปแบบ (accuracy เป็น 1.0) และค่า precision, rec
all, และ F1-score ท่ีสูงสุด (ท้ังในแต่ละคลาส ) จะมีส่ิงท่ี
เรียกว่า "overfitting"

Overfitting เกิดข้ึนเม่ือโมเดลท านายข้อมูลท่ี
ใช้ในการฝึก (training data) ได้ถูกต้องเกินไปถึงข้ันท่ีไม่
สามารถท านายข้อมูลทดสอบ (test data) ได้ดีเท่าน้ัน . ใน
กรณีท่ี accuracy เป็น 1.0 บนข้อมูลทดสอบ , มีความ
เส่ียงท่ีโมเดลได้ท าการจ าแนกข้อมูลท่ีใช้ในการฝึกได้ดีเกินไป 
(overfit) และอาจไม่สามารถท านายข้อมูลท่ีไม่เคยเห็นมา
ก่อนได้



6.7.4 การประยุกต็ใช้งาน ต้นไม้ตัดสินใจ (Decision Tree) ในภาษาไพธอน

บทท่ี 6 การจ าแนกข้อมูล (Classification & Regression) วิชาเหมืองข้อมูล (Data Mining)

ผู้ช่วยศาสตาราจาร ย์ ดร. นัฐพงศ์ ส่งเนียม

วิเคราะห์ผลลัพธ์ การป้องกัน overfitting มีหลายวิธี, บางวิธีท่ี
สามารถลองท าได้รวมถึง:
1. การใช้ข้อมูลทดสอบแยกออกมาในข้ันตอนการฝึก : ใช้
ข้อมูลทดสอบท่ีไม่เคยมีในข้ันตอนการฝึกเพ่ือวัด
ประสิทธิภาพของโมเดล
2. การใช้ Cross -Validation: ใช้เทคนิค cross -valida
tion เพ่ือให้การวัดประสิทธิภาพมีความเท่าเทียมกัน .
3. การลดความซับซ้อนของโมเดล : ลดจ านวนของ featu
re หรือลดความซับซ้อนของโมเดล

การทดลองด้วยข้อมูลทดสอบท่ีไม่เคยเห็นมา
ก่อนและการใช้ cross -validation เป็นวิธีท่ีช่วยลด
ความเส่ียงจาก overfitting



ผลลัพธ์ของการทดสอบโมเดล Decision Tree ท่ีคุณได้รันแสดงรายละเอียดดังน้ี :

Accuracy: 0.68

ความแม่นย าของโมเดลท่ี 68 % หมายความว่าโมเดลท านายผลถูกต้อง 68 % ของข้อมูลท้ังหมด แต่ในกรณีท่ีข้อมูลไม่สมดุล 
(มีความแตกต่างในจ านวนตัวอย่างของแต่ละคลาส ) ค่า accuracy อาจไม่ใช่ตัวช้ีวัดท่ีดีท่ีสุดในการประเมินประสิทธิภาพของ
โมเดล
Confusion Matrix:
[12 32 ]: จาก 44 ตัวอย่างในคลาส 0 (ไม่ Churn), โมเดลท านายถูกต้อง 12 คร้ังและท านายผิดเป็นคลาส 1 จ านวน 32
คร้ัง
[32 124 ]: จาก 156 ตัวอย่างในคลาส 1 (Churn), โมเดลท านายถูกต้อง 124 คร้ังและท านายผิดเป็นคลาส 0 จ านวน 3
2 คร้ัง

Confusion Matrix น้ีบ่งบอกว่าโมเดลมีปัญหาใน การท านายคลาส 0 (ไม่ Churn) และมักจะท านายเป็น
คลาส 1 (Churn) มากกว่า



6.7.5 การประยุกต์ใช้งาน ต้นไม้ตัดสินใจ (Decision Tree) ในภาษาไพธอน

บทท่ี 6 การจ าแนกข้อมูล (Classification & Regression) วิชาเหมืองข้อมูล (Data Mining)

ผู้ช่วยศาสตาราจาร ย์ ดร. นัฐพงศ์ ส่งเนียม

▪ ตัวอย่างการประยุกต์ใช้งาน decision tree 
ส าหรับ พนักงานสินเช่ือของธนาคารต้องการ
ท่ีจะท าการวิเคราะห์ข้อมูลเพ่ือท่ีจะท าการศึกษา
ว่าการกู้ยืมในคร้ังหน่ึง ๆ มีคร้ังไหนบ้างท่ี
ปลอดภัยและคร้ังไหนบ้างท่ีมีความเส่ียง

▪ ในตารางน้ี มีข้อมูลเก่ียวกับอายุ , รายได้ , 
การศึกษา , การท างาน , และการกู้ยืมของ
พนักงาน . ข้อมูล "การกู้ยืม " เป็นตัวแปรท่ีเรา
ต้องการท านายว่าจะเป็นปลอดภัยหรือไม่
ปลอดภัย . ข้อมูลน้ีสามารถใช้ในการฝึก 
Decision Tree และทดสอบความสามารถ
ในการท านาย

ตัวอย่างข้อมูล

อายุ รายได้ | การศึกษา | การท างาน | การกู้ยืม    |
25 น้อย ปริญญาตรี ท างาน ปลอดภัย
35 มาก มัธยม ไม่ท างาน ไม่ปลอดภัย
22 มาก ปริญญาโท ท างาน ไม่ปลอดภัย
30 น้อย ปริญญาตรี ไม่ท างาน | ปลอดภัย
21 มาก มัธยม ท างาน ไม่ปลอดภัย
45 มาก ปริญญาโท ท างาน ปลอดภัย
32 น้อย มัธยม ไม่ท างาน ไม่ปลอดภัย
28 มาก ปริญญาตรี ท างาน ปลอดภัย
50 น้อย มัธยม ท างาน ปลอดภัย
40 มาก ปริญญาโท ไม่ท างาน ไม่ปลอดภัย



6.7.5 การประยุกต์ใช้งาน ต้นไม้ตัดสินใจ (Decision Tree) ในภาษาไพธอน

บทท่ี 6 การจ าแนกข้อมูล (Classification & Regression) วิชาเหมืองข้อมูล (Data Mining)

ผู้ช่วยศาสตาราจาร ย์ ดร. นัฐพงศ์ ส่งเนียม

▪ | อายุ | รายได้ | การศึกษา      | การท างาน | การกู้ยืม    |

▪ |------|---------|--------------|------------|---------------|

▪ | 38 | น้อย    | ปริญญาตรี      | ท างาน      | ?             |

▪ | 28 | มาก     | มัธยม          | ไม่ท างาน  | ?             |

▪ | 33 | มาก     | ปริญญาโท      | ท างาน      | ?             |

▪ ผลลัพธ์ของการท านายข้อมูล unknow 2 ชุดคือ

▪ ข้อมูล unknown 1: ข้อมูลน้ีมีรายได้สูง การศึกษาระดับปริญญาตรี 
และท างานอยู่ ซ่ึงตรงกับเง่ือนไขท่ีโมเดลตัดสินใจให้กู้ยืม จึงให้ผลลัพธ์
ว่า "ปลอดภัย"

▪ ข้อมูล unknown 2: ข้อมูลน้ีมีรายได้ต่ า การศึกษาระดับมัธยม และ
ไม่ได้ท างานอยู่ ซ่ึงตรงกับเง่ือนไขท่ีโมเดลตัดสินใจไม่ให้กู้ยืม จึงให้
ผลลัพธ์ว่า "ไม่ปลอดภัย "

ตัวอย่างข้อมูล

อายุ รายได้ การศึกษา      การท างาน การกู้ยืม    

38 น้อย    ปริญญาตรี      ท างาน      ?             

28 มาก     มัธยม          ไม่ท างาน  ?             

33 มาก     ปริญญาโท      ท างาน      ?             



6.7.5 การประยุกต์ใช้งาน ต้นไม้ตัดสินใจ (Decision Tree) ในภาษาไพธอน

บทท่ี 6 การจ าแนกข้อมูล (Classification & Regression) วิชาเหมืองข้อมูล (Data Mining)

ผู้ช่วยศาสตาราจาร ย์ ดร. นัฐพงศ์ ส่งเนียม

ผลลัพธ์ของการท านายข้อมูล unknow 2 ชุดคือ

ข้อมูล unknown 1: ข้อมูลน้ีมีรายได้สูง การศึกษา

ระดับปริญญาตรี และท างานอยู่ ซ่ึงตรงกับเง่ือนไขท่ี

โมเดลตัดสินใจให้กู้ยืม จึงให้ผลลัพธ์ว่า "ปลอดภัย"

ข้อมูล unknown 2: ข้อมูลน้ีมีรายได้ต่ า การศึกษา

ระดับมัธยม และไม่ได้ท างานอยู่ ซ่ึงตรงกับเง่ือนไขท่ี

โมเดลตัดสินใจไม่ให้กู้ยืม จึงให้ผลลัพธ์ว่า "ไม่

ปลอดภัย"

ตัวอย่างข้อมูล



6.7.5 การประยุกต์ใช้งาน ต้นไม้ตัดสินใจ (Decision Tree) ในภาษาไพธอน

บทท่ี 6 การจ าแนกข้อมูล (Classification & Regression) วิชาเหมืองข้อมูล (Data Mining)

ผู้ช่วยศาสตาราจาร ย์ ดร. นัฐพงศ์ ส่งเนียม

1.ในการใช้ Decision Tree ส าหรับการวินิจฉัยโรค

ในภาษา Python น้ัน คุณสามารถใช้ไลบรารี 

scikit -learn ได้เป็นท่ีเรียบร้อย เน่ืองจาก scikit -

learn มีฟังก์ชันการสร้าง Decision Tree ท่ี

สะดวกและมีประสิทธิภาพมากมาย

2. ตัวอย่างด้านล่างน้ีจะแสดงตัวอย่างการใช้ 

Decision Tree Classifier ใน scikit -learn 

ส าหรับการวินิจฉัยโรคโดยใช้ข้อมูลท่ีมีอยู่แล้ว

ตัวอย่างข้อมูล



6.7.5 การประยุกต์ใช้งาน ต้นไม้ตัดสินใจ (Decision Tree) ในภาษาไพธอน

บทท่ี 6 การจ าแนกข้อมูล (Classification & Regression) วิชาเหมืองข้อมูล (Data Mining)

ผู้ช่วยศาสตาราจาร ย์ ดร. นัฐพงศ์ ส่งเนียม

# Import ไลบรารีท่ีจ าเป็น

from sklearn .model_selection import train_test_split

from sklearn .tree import DecisionTreeClassifier

from sklearn .metrics import accuracy_score , classification_report

from sklearn import datasets
# โหลดข้อมูล

data = datasets .load_iris ()

X = data .data

y = data .target
# แบ่งข้อมูลเป็นชุดฝึกและชุดทดสอบ

X_train , X_test , y_train , y_test = train_test_split (X , y, test_size =0.2 , random_state =42 )
# สร้าง Decision Tree Classifier

clf = DecisionTreeClassifier ()
# ฝึกโมเดล

clf .fit (X_train , y_train )
# ท านายผลลัพธ์ในชุดทดสอบ

Part01 : Lec 06 _DT_Sick.py



6.7.5 การประยุกต์ใช้งาน ต้นไม้ตัดสินใจ (Decision Tree) ในภาษาไพธอน

บทท่ี 6 การจ าแนกข้อมูล (Classification & Regression) วิชาเหมืองข้อมูล (Data Mining)

ผู้ช่วยศาสตาราจาร ย์ ดร. นัฐพงศ์ ส่งเนียม

y_pred = clf .predict (X_test )

# ประเมินประสิทธิภาพ

accuracy = accuracy_score (y_test , y_pred )

print (f'Accuracy : {accuracy :.2f}')
# แสดงรายงานการประเมิน

print ('\nClassification Report:')

print (classification_report (y_test , y_pred ))
# สมมติข้อมูล unknown

unknown_data = [[5.0 , 3.5 , 1.5 , 0.2]] # ปรับค่าตามลักษณะของข้อมูล iris
# ท านายผลลัพธ์

prediction = clf .predict (unknown_data )
# แสดงผลลัพธ์

print (f'Prediction for unknown data: {prediction }')

Part02 : Lec 06 _DT_Sick.py



6.7.5 การประยุกต์ใช้งาน ต้นไม้ตัดสินใจ (Decision Tree) ในภาษาไพธอน

บทท่ี 6 การจ าแนกข้อมูล (Classification & Regression) วิชาเหมืองข้อมูล (Data Mining)

ผู้ช่วยศาสตาราจาร ย์ ดร. นัฐพงศ์ ส่งเนียม

1. # สมมติข้อมูล unknown

2. unknown_data = [[5.0, 3.5, 1.5, 0.2]]  # ปรับค่าตาม

ลักษณะของข้อมูล iris

3. # ท านายผลลัพธ์

4. prediction = clf.predict (unknown_data )

5. # แสดงผลลัพธ์

6. print( f'Prediction for unknown data: 

{prediction}')

ตัวอย่างข้อมูล



6.7.5 การประยุกต์ใช้งาน ต้นไม้ตัดสินใจ (Decision Tree) ในภาษาไพธอน

บทท่ี 6 การจ าแนกข้อมูล (Classification & Regression) วิชาเหมืองข้อมูล (Data Mining)

ผู้ช่วยศาสตาราจาร ย์ ดร. นัฐพงศ์ ส่งเนียม

1. Accuracy ( ความแม่นย า): 1.00 หมายถึงโมเดลมีความแม่นย าท้ังใน
ชุดฝึกและชุดทดสอบเท่ากับ 100 %.

2. Classification Report ( รายงานการประเมิน):

1. Precision ( ความแม่นย าของการท านาย): ทุกระดับคลาสมี precision 
เท่ากับ 1.00 , หมายถึงไม่มี การท านายคลาสใดๆ ผิดพลาด .

2. Recall ( ความแม่นย าในการคืนค่า): ทุกระดับคลาสมี recall เท่ากับ 1.00 , 
หมายถึงทุกรายการท่ีเป็นของคลาสน้ันถูกต้อง .

3. F1-score ( คะแนน F1): ทุกระดับคลาสมี F1-score เท่ากับ 1.00 , 
หมายถึงการรวมความแม่นย าของ การท านายและการคืนค่า .

4. Support ( จ านวนข้อมูลในแต่ละคลาส): แสดงจ านวนข้อมูลในแต่ละคลาส .

3. Prediction for unknown data ( การท านายส าหรับข้อมูลท่ีไม่รู้จัก):
โมเดลท านายว่าข้อมูล unknown อยู่ในคลาสท่ี 0.

▪ ในรายงานการประเมิน , ค่า Precision, Recall, และ F1-score ทุก
ระดับคลาสมีค่าเท่ากับ 1.00 ท าให้เห็นว่าโมเดลมีประสิทธิภาพมากใน การ
ท านาย. การท านายส าหรับข้อมูลท่ีไม่รู้จัก (unknown data) ได้ว่าอยู่ใน
คลาสท่ี 0.

ตัวอย่างข้อมูล



6.7.6 การประยุกต์ใช้งานต้นไม้ตัดสินใจ (Decision Tree) ในการปล่อยสินเช่ือ(Loan) ในภาษาไพธอน

บทท่ี 6 การจ าแนกข้อมูล (Classification & Regression) วิชาเหมืองข้อมูล (Data Mining)

ผู้ช่วยศาสตาราจาร ย์ ดร. นัฐพงศ์ ส่งเนียม

ตัวอย่างข้อมูล ส าหรับการท าต้นไม้ตัดสินใจ

ข้อมูลท่ีเหมาะส าหรับ การท าต้นไม้ตัดสินใจ (Decision Tree) ต้องประกอบด้วยคุณลักษณะ (features) และป้าย
ก ากับ (labels) ท่ีเก่ียวข้องกัน . น่ีคือตัวอย่างข้อมูลท่ีสามารถใช้ในการสร้างโมเดลต้นไม้ตัดสินใจ :

ตัวอย่าง : การตัดสินใจว่าลูกค้าซ้ือประกันหรือไม่

สมมติว่าคุณมีข้อมูลเก่ียวกับลูกค้าท่ีมาซ้ือประกันรถยนต์ โดยมีคุณลักษณะต่าง ๆ ท่ีสามารถมีผลต่อการตัดสินใจ
ของลูกค้าท่ีจะซ้ือประกันหรือไม่ :

อายุ รายได้ ประวัติเครดิต ประสบการณ์ขับข่ี ป้ายทะเบียนรถ การซ้ือประกัน

25 50000 ดี 3 ปี มี ซ้ือ

30 80000 ปานกลาง 5 ปี ไม่มี ไม่ซ้ือ

22 35000 ไม่ดี 1 ปี มี ไม่ซ้ือ

45 120000 ดี 10 ปี มี ซ้ือ

28 60000 ปานกลาง 4 ปี ไม่มี ซ้ือ

Part01 : Lec 06 _DT_decision_tree_loan.py



บทท่ี 6 การจ าแนกข้อมูล (Classification & Regression) วิชาเหมืองข้อมูล (Data Mining)

ผู้ช่วยศาสตาราจาร ย์ ดร. นัฐพงศ์ ส่งเนียม

ตัวอย่างข้อมูล ส าหรับการท าต้นไม้ตัดสินใจ

ในท่ีน้ี :  อายุ, รายได้ , ประวัติเครดิต , ประสบการณ์ขับข่ี , และป้ายทะเบียนรถ เป็นคุณลักษณะของลูกค้า (features).

การซ้ือประกัน เป็นป้ายก ากับ (label) ท่ีต้องการท านาย .

โมเดลต้นไม้ตัดสินใจจะพยายามสร้างกฎตามคุณลักษณะเหล่าน้ีเพ่ือท านายว่าลูกค้าใดจะซ้ือประกันและลูกค้าใดไม่ซ้ือ . 
หลังจากฝึกฝนโมเดล , คุณสามารถใช้มันใน การท านายการตัดสินใจของลูกค้าใหม่ท่ีไม่มีป้ายก ากับ

อายุ รายได้ ประวัติเครดิต ประสบการณ์ขับข่ี ป้ายทะเบียนรถ การซ้ือประกัน

25 50000 ดี 3 ปี มี ซ้ือ

30 80000 ปานกลาง 5 ปี ไม่มี ไม่ซ้ือ

22 35000 ไม่ดี 1 ปี มี ไม่ซ้ือ

45 120000 ดี 10 ปี มี ซ้ือ

28 60000 ปานกลาง 4 ปี ไม่มี ซ้ือ

6.7.6 การประยุกต์ใช้งานต้นไม้ตัดสินใจ (Decision Tree) ในการปล่อยสินเช่ือ(Loan) ในภาษาไพธอน

Part01 : Lec 06 _DT_decision_tree_loan.py



บทท่ี 6 การจ าแนกข้อมูล (Classification & Regression) วิชาเหมืองข้อมูล (Data Mining)

ผู้ช่วยศาสตาราจาร ย์ ดร. นัฐพงศ์ ส่งเนียม

# Import ไลบรารีท่ีจ าเป็น

from sklearn .model_selection import train_test_split

from sklearn .tree import DecisionTreeClassifier

from sklearn .metrics import accuracy_score

from sklearn import preprocessing
# ก าหนดข้อมูล

data = {

'อายุ': [25 , 30 , 22 , 45 , 28 ],

'รายได้ ': [50000 , 80000 , 35000 , 120000 , 60000 ],

'ประวัติเครดิต ': ['ดี', 'ปานกลาง ', 'ไม่ดี ', 'ดี', 'ปานกลาง '],

'ประสบการณ์ขับข่ี ': ['3 ปี', '5 ปี', '1 ปี', '10 ปี', '4 ปี'],

'ป้ายทะเบียนรถ ': ['มี', 'ไม่มี ', 'มี', 'มี', 'ไม่มี '],

'การซ้ือประกัน ': ['ซ้ือ', 'ไม่ซ้ือ ', 'ไม่ซ้ือ ', 'ซ้ือ', 'ซ้ือ']

}

# แปลงข้อมูลจากข้อมูลแบบ dictionary เป็น DataFrame

import pandas as pd

df = pd.DataFrame (data )
# แปลงข้อมูลตัวแปรท่ีเป็นข้อความเป็นตัวเลข

le = preprocessing .LabelEncoder ()

df ['ประวัติเครดิต '] = le .fit_transform (df ['ประวัติเครดิต '])

df ['ประสบการณ์ขับข่ี '] = le .fit_transform (df ['ประสบการณ์ขับข่ี '])

df ['ป้ายทะเบียนรถ '] = le .fit_transform (df ['ป้ายทะเบียนรถ '])

df ['การซ้ือประกัน '] = le .fit_transform (df ['การซ้ือประกัน '])
# แบ่งข้อมูลเป็นชุดฝึกฝนและชุดทดสอบ

X = df.drop ('การซ้ือประกัน ', axis =1)

y = df ['การซ้ือประกัน ']

X_train , X_test , y_train , y_test = train_test_split (X , y, 
test_size =0.2 , random_state =42 )

6.7.6 การประยุกต์ใช้งานต้นไม้ตัดสินใจ (Decision Tree) ในการปล่อยสินเช่ือ(Loan) ในภาษาไพธอน

Part01 : Lec 06 _DT_decision_tree_loan.py



บทท่ี 6 การจ าแนกข้อมูล (Classification & Regression) วิชาเหมืองข้อมูล (Data Mining)

ผู้ช่วยศาสตาราจาร ย์ ดร. นัฐพงศ์ ส่งเนียม

X_train , X_test , y_train , y_test = train_test_split (X , y, 
test_size =0.2 , random_state =42 )
# สร้างและฝึกฝนโมเดล Decision Tree

model = DecisionTreeClassifier ()

model .fit (X_train , y_train )
# ท านายผลบนชุดทดสอบ

y_pred = model .predict (X_test )
# ค านวณความแม่นย า

accuracy = accuracy_score (y_test , y_pred )

print (f'ความแม่นย า : {accuracy }')

# น าโมเดล Decision Tree ไปใช้ท านาย

new_data = pd.DataFrame ({

'อายุ': [35 ],

'รายได้ ': [70000 ],

'ประวัติเครดิต ': ['ดี'],

'ประสบการณ์ขับข่ี ': ['6 ปี'],

'ป้ายทะเบียนรถ ': ['มี']

})

new_data ['ประวัติเครดิต '] = le .transform (new_data ['ประวัติเครดิต '])

new_data ['ประสบการณ์ขับข่ี '] = le .transform (new_data ['ประสบการณ์ขับ
ข่ี'])

new_data ['ป้ายทะเบียนรถ '] = le .transform (new_data ['ป้ายทะเบียนรถ '])

prediction = model .predict (new_data )

print (f'การท านาย: {prediction }')

6.7.6 การประยุกต์ใช้งานต้นไม้ตัดสินใจ (Decision Tree) ในการปล่อยสินเช่ือ(Loan) ในภาษาไพธอน

Part02 : Lec 06 _DT_decision_tree_loan.py



บทท่ี 6 การจ าแนกข้อมูล (Classification & Regression) วิชาเหมืองข้อมูล (Data Mining)

ผู้ช่วยศาสตาราจาร ย์ ดร. นัฐพงศ์ ส่งเนียม

ข้อมูล Iris เป็นชุดข้อมูลทดสอบท่ีถูกใช้ในงาน Machine Learning และสถิติทางการค านวณเพ่ือตรวจสอบและทดสอบ
วิธีการแบบต่าง ๆ ในการจ าแนกข้อมูลหรือคาดการณ์ .

ชุดข้อมูล Iris ได้รับช่ือจากชนิดของดอกไม้ Iris ท่ีมีท้ังหมด 3 ชนิด: Iris setosa , Iris versicolor, และ Iris virginica. แต่ละชนิดมี
ลักษณะทางกายภาพท่ีแตกต่างกัน .

ข้อมูล Iris มักถูกน ามาใช้ในการฝึกสอนและทดสอบแบบจ าลองการจ าแนก (classification) เพ่ือสร้าง Decision Tree, k -Nearest 
Neighbors, Support Vector Machines, หรือแบบจ าลองอ่ืน ๆ ท่ีใช้ในการจ าแนกประเภทข้อมูล .

ผลลัพธ์ท่ีแสดงเป็นข้อมูลท่ีได้จากการทดสอบแบบจ าลอง Decision Tree ใน Python โดยใช้ข้อมูล Iris โดยสรุปดังน้ี :

ตัวอย่างลักษณะทางกายภาพของดอกไม้ Iris 3 ชนิด:

Iris setosa : มีดอกไม้ท่ีเล็กและใบหลวม .

Iris versicolor: มีดอกไม้ขนาดกลางและใบเรียบ .

Iris virginica: มีดอกไม้ใหญ่และใบยาว .

ชุดข้อมูล Iris ประกอบด้วยลักษณะทางกายภาพของดอกไม้ต่าง ๆ เช่น ความยาวและความกว้างของกลีบดอก (sepal) และ
กลีบดอกจริง (petal) ของ Iris 3 ชนิด . ข้อมูลน้ีท าให้เป็นท่ีน่าสนใจส าหรับการศึกษาและทดลองแบบจ าลองท่ีใช้ในการจ าแนกประเภท
ข้อมูล.

6.7.6 การประยุกต์ใช้งานต้นไม้ตัดสินใจ (Decision Tree) ในการปล่อยสินเช่ือ(Loan) ในภาษาไพธอน



บทท่ี 6 การจ าแนกข้อมูล (Classification & Regression) วิชาเหมืองข้อมูล (Data Mining)

ผู้ช่วยศาสตาราจาร ย์ ดร. นัฐพงศ์ ส่งเนียม

# น าเข้าไลบรารีท่ีจ าเป็น

from sklearn .datasets import load_iris

from sklearn .model_selection import
train_test_split

from sklearn .tree import
DecisionTreeClassifier , export_text

# โหลดข้อมูล Iris

iris = load_iris ()

X = iris .data

y = iris .target

# แบ่งข้อมูลเป็นชุดฝึกและชุดทดสอบ

X_train , X_test , y_train , y_test = train_test_split (X , y, 
test_size =0.2 , random_state =42 )

# สร้างแบบจ าลอง Decision Tree

clf = DecisionTreeClassifier ()

clf .fit (X_train , y_train )

# ทดสอบโมเดล

accuracy = clf .score (X_test , y_test )

print (f"Accuracy : {accuracy :.2f}")

# แสดงลักษณะของ Decision Tree

tree_rules = export_text (clf , 
feature_names =iris .feature_names )

print ("Decision Tree Rules: \ n", tree_rules )

6.7.6 การประยุกต์ใช้งานต้นไม้ตัดสินใจ (Decision Tree) ในการปล่อยสินเช่ือ(Loan) ในภาษาไพธอน
File : Lec 06 _DT_Iris.py



บทท่ี 6 การจ าแนกข้อมูล (Classification & Regression) วิชาเหมืองข้อมูล (Data Mining)

ผู้ช่วยศาสตาราจาร ย์ ดร. นัฐพงศ์ ส่งเนียม

Accuracy: 1.00

Decision Tree Rules:

|--- petal width (cm) <= 0.80

|   |--- class: 0

|--- petal width (cm) >  0.80

|   |--- petal length (cm) <= 4.75

|   |   |--- petal width (cm) <= 1.65

|   |   |   |--- class: 1

|   |   |--- petal width (cm) >  1.65

|   |   |   |--- class: 2

|   |--- petal length (cm) >  4.75

|   |   |--- petal width (cm) <= 1.75

|   |   |   |--- petal length (cm) <= 4.95

|   |   |   |   |--- petal width (cm) <= 1.55

|   |   |   |   |   | --- class: 2

|   |   |   |   |--- petal width (cm) >  1.55

|   |   |   |   |   | --- sepal length (cm) <= 6.95

|   |   |   |   |   |   | --- class: 1

|   |   |   |   |   |--- sepal length (cm) >  6.95

|   |   |   |   |   |   | --- class: 2

|   |   |--- petal width (cm) >  1.75

|   |   |   |--- petal length (cm) <= 4.85

|   |   |   |   |--- sepal width (cm) <= 3.10

|   |   |   |   |   |--- class: 2

|   |   |   |   |--- sepal width (cm) >  3.10

|   |   |   |   |   | --- class: 1

|   |   |   |--- petal length (cm) >  4.85

|   |   |   |   |--- class: 2

6.7.6 การประยุกต์ใช้งานต้นไม้ตัดสินใจ (Decision Tree) ในการปล่อยสินเช่ือ(Loan) ในภาษาไพธอน
File : Lec 06 _DT_Iris.py



6.7.6 การประยุกต์ใช้งานต้นไม้ตัดสินใจ (Decision Tree) ในการปล่อยสินเช่ือ(Loan) ในภาษาไพธอน

บทท่ี 6 การจ าแนกข้อมูล (Classification & Regression) วิชาเหมืองข้อมูล (Data Mining)

ผู้ช่วยศาสตาราจาร ย์ ดร. นัฐพงศ์ ส่งเนียม

ผลลัพธ์ท่ีแสดงเป็นข้อมูลท่ีได้จากการทดสอบแบบจ าลอง 
Decision Tree ใน Python โดยใช้ข้อมูล Iris โดยสรุป
ดังน้ี:

Accuracy: 1.00

ความแม่นย าของโมเดลท่ีทดสอบบนชุดข้อมูลทดสอบมี
ค่าเท่ากับ 1.00 หรือ 100 %, ซ่ึงหมายถึงโมเดลท านายถูกทุก
รายการในชุดข้อมูลทดสอบ .

Decision Tree Rules:

แสดงลักษณะของ Decision Tree ท่ีได้จากการ
ฝึกสอนด้วยข้อมูล Iris.

ตัวอย่าง: ถ้า petal width (cm) <= 0.80 แล้วก็จะ
เป็นคลาส 0 (Iris setosa ), แต่ถ้า petal width (cm) > 
0.80 และ petal length (cm) <= 4.75 แล้วจะตรวจสอบ
เง่ือนไขเพ่ิมเติม.

การอธิบาย Decision Tree สามารถท าได้ตามล าดับของ
เง่ือนไขท่ีปรากฏในผลลัพธ์ :

ถ้า petal width (cm) <= 0.80 แล้วคลาสคือ 0 (Iris setosa ).

ถ้า petal width (cm) > 0.80 และ petal length (cm) <= 4.75:

ถ้า petal width (cm) <= 1.65 แล้วคลาสคือ 1 (Iris versicolor).

ถ้า petal width (cm) > 1.65 แล้วคลาสคือ 2 (Iris virginica).

ถ้า petal width (cm) > 0.80 และ petal length (cm) > 4.75:

ถ้า petal width (cm) <= 1.75:

ถ้า petal length (cm) <= 4.95 แล้วคลาสคือ 1 (Iris versicolor).

ถ้า petal length (cm) > 4.95 และ petal width (cm) <= 1.55 แล้วคลาสคือ 2 (Iris 

virginica).

ถ้า petal length (cm) > 4.95 และ petal width (cm) > 1.55 แล้วตรวจสอบเง่ือนไข

เพ่ิมเติม.

... และสายเวลาของ Decision Tree จะท างานไปเร่ือย ๆ ตามเง่ือนไขท่ีก าหนด . ข้อมูลใน Decision Tree 

Rules น้ีเป็นตัวช่วยในการอธิบายการตัดสินใจของ Decision Tree ในการจ าแนกข้อมูล Iris ออกเป็นกลุ่ม

ต่าง ๆ ตามลักษณะของดอกไม้ .

ผลลัพธ์ File : Lec 06 _DT_Iris.py



6.8 ตัววัดประสิทธิภาพของโมเดล (Classification)

• Confusion Matrix เป็นการท านายไว้ว่าถูกผิดเท่าไหร่
เป็นตาราง ขนาดเท่ากับจ านวนแถวคูณจ านวนคอลัมม์ท่ีมี ก าหนดสถานะผลดังน้ี
o True Positive (TP)
o True Negative (TN)
o False Positive (FP)
o False Negative (FN)

บทท่ี 6 การจ าแนกข้อมูล (Classification & Regression) วิชาเหมืองข้อมูล (Data Mining)

ผู้ช่วยศาสตาราจาร ย์ ดร. นัฐพงศ์ ส่งเนียม



6.8 ตัววัดประสิทธิภาพของโมเดล (Classification)

• Precision ดูส่ิงท่ีเรา Predict ออกมา แล้วทายถูกได้ก่ีเปอร์เซ็นต์
ผลการค านวณได้ทายถูกก่ีตัวจากผลท่ีได้ออกมาจากตัวอย่าง

Precision ส าหรับ normal มีค่า True Positive หาร ด้วย TP+FP เช่น 4/ 7x1
00 = 57.12 %
Precision ส าหรับ spam มีค่าเท่ากับ 6/ 8x100 =75 %

• Recall จ านวนท่ีท านายถูกก่ีตัว
ความถูกต้องของแต่ละค าตอบในการทายว่าส่ิงท่ีต้องการคืออะไร ต้องการ

ท านายจ านวนคนท่ีปวยเยอะกว่า จะดูได้จาก Recall ออกมาว่าตัวไหนให้ค าตอบ
มากกว่าน้อยกว่าอีกตัวจะมาช่วยในการท านายช่ือ

บทท่ี 6 การจ าแนกข้อมูล (Classification & Regression) วิชาเหมืองข้อมูล (Data Mining)

ผู้ช่วยศาสตาราจาร ย์ ดร. นัฐพงศ์ ส่งเนียม



6.8 ตัววัดประสิทธิภาพของโมเดล (Classification) ( ต่อ)

• F-Measure ช่วยหาค่าเฉล่ียของ Precision และ Recall
เช่นคานวณจากค่าเฉล่ียของท้ังสองก่อนหน้าคือ 2XPrecisionXRecall หาร Precision+Recall
• Accuracy จ านวนข้อมูลท่ีท านายถูกของทุกคลาส
จากผลตัวอย่างมีการถูกต้องท้ังหมด 10 / 15 X 100 = 66.6 %
• ROC Graph & Area แสดงกราฟความสัมพันธ์ ท านายถูกไปทางแกนต้ัง (Y) ถ้าทายผิดไปแนวแกนนอน (X)

มากสุดอยู่ด้านล่าง จะเร่ิมจากด้านล่างก่อน มีเส้นข้ึนมาจากเบอร์ 12 (หน้า 380 ) ถ้ามีข้อมูลผิดเกิดเป็น
แนวนอนในเบอร์ 7 กราฟท่ีได้จะข้ึนมาแบบบันใด ข้ึนมาเป็น Curve ค าถามคือ ถ้าเราท านายถูกเยอะ ๆ กราฟจะ
ข้ึนไปข้างบน เป็นโมเดลท่ีดี แต่ถ้าเป็นเส้นทะแยงมุม กราฟเร่ิมไม่ดีแล้ว แสดงถึงข้อมูลไม่ค่อยดี จากตัวอย่างจะ
เห็นได้จากคอลัมม์ท่ีทานายได้ผลเพ่ิมข้ึนทีละ 0.2 กราฟจะค่อยๆ เพ่ิมข้ึนไปเร่ือยๆ ในคอลัมม์ 3-4

• ROC Curve มีค่าเข้าใกล้ 1 จะแสดงว่ามีประสิทธิภาพดีกว่า จากกราฟ
• Area Under Curve พ้ืนท่ีใต้กราฟ (AUC) ถ้าพ้ืนท่ีใต้กราฟเข้าใกล้ 1 จะมีพ้ืนท่ีใต้กราฟมาก ฉะน้ันมีค่ามาก (

เข้าใกล้ 1) จะย่ิงดี
• สรุปแล้วเป็นตัววัดประสิทธิภาพเหล่าน้ีจะช่วยมองในมุมมองต่าง ๆ ได้
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6.9 การแบ่งข้อมูลส าหรับการสอนและการทดสอบ

Training 
Data Set

Testing
Data
Set

ชุดข้อมูลสอน (Training Dataset)

ชุดข้อมูลทดสอบ (Testing Dataset)
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การแบ่งกลุ่มข้อมูลส าหรับการฝึก (training) และข้อมูลทดสอบ (testing) เป็นข้ันตอน
ส าคัญในการสร้างและประเมินโมเดลทางคอมพิวเตอร์ ภาษา ไพธอนมีหลายวิธีท่ีสามารถใช้ในการท านายน้ี 
ต่อไปน้ีคือตัวอย่างการใช้ train_test_split จากไลบรารี scikit -learn:
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6.9 การแบ่งข้อมูลส าหรับการสอนและการทดสอบ

from sklearn.model_selection import train_test_split

# สร้างข้อมูลตัวอย่าง
X, y = ...  # ก าหนดข้อมูล feature (X) และ label (y)

# แบ่งข้อมูลเป็นชุดฝึกและชุดทดสอบ
X_train , X_test , y_train , y_test = train_test_split (X, y, test_size =0.2, random_state =42 )



การแบ่งกลุ่มข้อมูลส าหรับการฝึก (training) และข้อมูลทดสอบ (testing) เป็นข้ันตอน
ส าคัญในการสร้างและประเมินโมเดลทางคอมพิวเตอร์ ภาษา ไพธอนมีหลายวิธีท่ีสามารถใช้ในการท านายน้ี 
ต่อไปน้ีคือตัวอย่างการใช้ train_test_split จากไลบรารี scikit -learn:
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6.9 การแบ่งข้อมูลส าหรับการสอนและการทดสอบ

โดยท่ัวไปแล้ว:

X คือ feature หรือตัวแปรอิสระท่ีใช้ในการท านาย.
y คือ label หรือตัวแปรตามท่ีต้องการท านาย .
test_size คือ สัดส่วนของข้อมูลท่ีจะถูกใช้เป็นข้อมูลทดสอบ .
random_state คือ seed ท่ีใช้ในการสุ่มข้อมูล, ท าให้การแบ่งข้อมูลเป็นไปตามล าดับเดียวกันทุกคร้ัง .



การแบ่งกลุ่มข้อมูลส าหรับการฝึก (training) และข้อมูลทดสอบ (testing) เป็นข้ันตอนส าคัญในการสร้าง
และประเมินโมเดลทางคอมพิวเตอร์ ภาษา ไพธอนมีหลายวิธีท่ีสามารถใช้ใน การท านายน้ี ต่อไปน้ีคือตัวอย่างการใช้ train_tes
t_split จากไลบรารี scikit -learn:
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6.9 การแบ่งข้อมูลส าหรับการสอนและการทดสอบ

# สมมติมีข้อมูลขนาด 1000 รายการ
X, y = np.arange (1000 ).reshape(( 500 , 2)), range( 500 )

# แบ่งข้อมูลเป็นชุดฝึกและชุดทดสอบ
X_train , X_test , y_train , y_test = train_test_split (X, y, test_size =0.2 , random_state =42 )

ตามตัวอย่างน้ี , X_train และ y_train จะเป็นข้อมูลท่ีใช้ฝึกโมเดล , และ X_test และ y_test จะเป็น
ข้อมูลท่ีใช้ทดสอบโมเดล .



6.10 Validation การแบ่งข้อมูลเพ่ือทดสอบประสิทธิภาพของโมเดล

วิธีการทดสอบโมเดลแบ่งออกเป็น 3 ตัว
• Self -consistency test (use training set) เอา Training Data มาเป็นตัว Test เลย คือ ใช้ข้อมูลเดิมแล้ว

มันมีความถูกต้องมากน้อยแค่ไหน
• Split test แบ่งออกเป็น 2 ส่วนเลย คือ เป็นโมเดล และส่วนทดสอบ เช่น 70 % สร้างโมเดล 30 % ใช้ทดสอบ หรือ 

80 :20 ใช้ข้อมูล 2 ชุด เป็น Training data ส าหรับสร้าง Model และ Testing Data ส าหรับทดสอบ ถ้า Sampl
ing มาดีก็ได้ข้อมูลทดสอบดี Split Test จะดีเม่ือมีข้อมูล มากๆ หม่ืนหรือแสนตัวข้ึนไป

• Cross -validation test ใช้ค่อนข้างเยอะเหมือนกัน การท า Split หลาย ๆ รอบ การท าคล้ายๆ กับ Split แต่แบ่ง
จ านวน N ชุดเท่าๆ กัน เช่น N=5 , N= 10 แล้วท างานโดยการสร้างโมเดลท้ังหมด N ตัว จนครบ Split Test ท า
รอบเดียวแล้วจบไป คือเก็บ 1,2 ไว้ แต่ใน Cross จะเอา 3 ไปเป็นตัวทดสอบ แล้วใส่ 2 กลับเข้าไป แล้วเอา 1 เป็นตัว
ทดสอบ จะพบว่าทุกตัวจะถูกน ามาทดสอบหมด เราจะได้ความถูกต้องเฉล่ียออกมาในแต่ละรอบ แต่ไม่เหมาะกับการท า
แบบน้ีกับกรณีท่ีข้อมูลมาก ๆ ไม่เหมาะ
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6.10 Validation การแบ่งข้อมูลเพ่ือทดสอบประสิทธิภาพของโมเดล (ต่อ)

ตัวอย่างของ 5-fold cross -validation
มีข้อมูล 5 ส่วนแบ่งออกเป็นกลุ่มเท่า ๆ กัน เหลือง เขียว ฟ้า แดง ม่วง แล้ววนท าให้ครบ 5 

รอบ เช่นรอบท่ี 1 ท าแล้วเก็บเป็นตัว Test ไว้ รอบท่ี 2 เอาสีเขียวใส่เข้าไป แล้วทดสอบด้วยกลุ่มสีเหลือง 
ทาแบบน้ีวนไปให้ครบทุกรอบสี แล้วสุดท้ายเอาทุกสีมาเฉล่ียกัน คาถามจะเลือกใช้โมเดลไหนดีจากผลการ
รันทดสอบ ดูตัวโมเดลท่ีได้ตัวไหนให้ผลเฉล่ียออกมาได้ดีสุดเลือกตัวน้ัน แนวทางท่ี 2 ไม่ใช้งาน 5 ตัวน้ีเลย 
แต่จะเอาท้ังหมด หน่ึงแสนตัวมาสร้างโมเดลอีกที คือ ถ้ามีข้อมูล 5 แสนตัว แต่ละรอบแบ่งโมเดล แสนตัว
กับแปดแสนตัว (หน้า 395 )
สรุปคือวัดประสิทธิภาพก่อนแล้วหาเทคนิคไหนเหมาะสม ระ หว่ง A ,B, C ถ้าได้เทคนิคไหนดีท่ีสุดก็เอาไป
สร้างเป็นโมเดลท่ีใช้งานจริง
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6.10 Validation การแบ่งข้อมูลเพ่ือทดสอบประสิทธิภาพของโมเดล(ต่อ)
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from sklearn.model_selection import cross_val_score, KFold

from sklearn.ensemble import RandomForestClassifier

import numpy as np
# สรา้งขอ้มลูตวัอย่าง (แบบจ าลองของคณุ)

X = [[1, 2], [3, 4], [5, 6], [7, 8], [9, 10], [11, 12], [13, 14], [15, 16]]

y = [0, 0, 0, 0, 1, 1, 1, 1]
# สรา้งแบบจ าลอง (ในท่ีนีใ้ช ้RandomForestClassifier เป็นตวัอย่าง)

model = RandomForestClassifier()
# ก าหนด KFold ส าหรบั 5-fold cross-validation

kfold = KFold(n_splits=5, shuffle=True, random_state=42)
# ใช ้cross_val_score เพ่ือท า 5-fold cross-validation

# นบัคะแนนทัง้หมดท่ีไดจ้ากแต่ละ fold

Part01 File : dm_ 06 _crossValidation_ 5fold.py
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scores = cross_val_score(model, X, y, cv=kfold)
# แสดงผลลพัธค์ะแนนทัง้หมด

print("Cross-Validation Scores:", scores)
# ค านวณค่าเฉลี่ยของคะแนน

average_score = np.mean(scores)

print("Average Cross-Validation Score:", average_score)

Part02 File : dm_ 06 _crossValidation_ 5fold.py

6.10 Validation การแบ่งข้อมูลเพ่ือทดสอบประสิทธิภาพของโมเดล(ต่อ)
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ตัวอย่างน้ี :

X คือ features ( ตัวแปรอิสระ )

y คือ labels ( ตัวแปรตาม )

RandomForestClassifier คือแบบจ าลองท่ีเราใช้ในตัวอย่างน้ี

KFold ถูกก าหนดให้ท า 5-fold cross -validation, shuffle=True คือการสลับข้อมูลก่อนแบ่ง , 
random_state คือการก าหนด seed ส าหรับการสุ่ม

cross_val_score ใช้ส าหรับท า cross -validation และคืนคะแนนท่ีได้จากแต่ละ fold

หลังจากท่ีท า cross -validation เสร็จส้ิน , เราสามารถดูคะแนนท้ังหมดและค านวณค่าเฉล่ียของคะแนนได้ .

File :: File : dm_ 06 _crossValidation_ 5fold.py

6.10 Validation การแบ่งข้อมูลเพ่ือทดสอบประสิทธิภาพของโมเดล(ต่อ)
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คะแนน cross -validation ท่ีคุณได้คือ [1. 1. 0.5 1 . 1.] และค่าเฉล่ียของคะแนน cross -validation คือ 0.9 .

การได้คะแนนเฉล่ียสูงแสดงว่าแบบจ าลองของคุณมีประสิทธิภาพท่ีดีใน การท านายข้อมูล โดย cross -validation เป็น
เทคนิคท่ีดีในการประเมินประสิทธิภาพของแบบจ าลองเน่ืองจากมันช่วยลดความเอนเอียง (bias) และความคลาดเคล่ือน 
(variance) ของการประเมินประสิทธิภาพ .

File :: File : dm_ 06 _crossValidation_ 5fold.py

6.10 Validation การแบ่งข้อมูลเพ่ือทดสอบประสิทธิภาพของโมเดล(ต่อ)



6.10 Validation การแบ่งข้อมูลเพ่ือทดสอบประสิทธิภาพของโมเดล(ต่อ)
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from sklearn.model_selection import cross_val_score, KFold

from sklearn.ensemble import RandomForestClassifier

import numpy as np
# สรา้งขอ้มลูตวัอย่าง (แบบจ าลองของคณุ)

X = [[1, 2], [3, 4], [5, 6], [7, 8], [9, 10], [11, 12], [13, 14], [15, 16], 
[17, 18], [19, 20]]

y = [0, 0, 0, 0, 1, 1, 1, 1, 1, 1]
# สรา้งแบบจ าลอง (ในท่ีนีใ้ช ้RandomForestClassifier เป็นตวัอย่าง)

model = RandomForestClassifier()
# ก าหนด KFold ส าหรบั 10-fold cross-validation

Part01 File : dm_ 06 _crossValidation_ 10 fold.py



6.10 Validation การแบ่งข้อมูลเพ่ือทดสอบประสิทธิภาพของโมเดล(ต่อ)
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kfold = KFold(n_splits=10, shuffle=True, random_state=42)
# ใช ้cross_val_score เพ่ือท า 10-fold cross-validation

# นบัคะแนนทัง้หมดท่ีไดจ้ากแต่ละ fold

scores = cross_val_score(model, X, y, cv=kfold)
# แสดงผลลพัธค์ะแนนทัง้หมด

print("Cross-Validation Scores:", scores)
# ค านวณค่าเฉลี่ยของคะแนน

average_score = np.mean(scores)

print("Average Cross-Validation Score:", average_score)

Part02 File : dm_ 06 _crossValidation_ 10 folde.py



6.10 Validation การแบ่งข้อมูลเพ่ือทดสอบประสิทธิภาพของโมเดล(ต่อ)
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โปรแกรมท างานได้ถูกต้องและได้คะแนน cross -validation ท่ีดี. คะแนนท้ังหมดคือ [1. 1. 1. 1. 1. 1. 1. 0. 
1. 1.] และค่าเฉล่ียของคะแนน cross -validation คือ 0.9

คะแนน 1 แสดงถึงความถูกต้องท้ังหมดในแต่ละ fold ในท านายข้อมูลทดสอบ . คะแนน 0 แสดงถึงมีความ
ผิดพลาดใน การท านายในบาง fold. ดังน้ัน , ค่าเฉล่ีย 0.9 หมายถึงมีความถูกต้องท้ังหมดในส่วนมากของ fold

ท้ังน้ีผลลัพธ์ข้ึนอยู่กับข้อมูลและการสร้างแบบจ าลองของคุณ . ควรตรวจสอบและปรับแต่งตัวแบบหรือข้อมูลใน
กรณีท่ีต้องการประสิทธิภาพท่ีดีข้ึน

ผลลัพธ์ File : dm_ 06 _crossValidation_ 10 folde.py



วิธี Self Consistency Test หรือบางคร้ัง
เรียกว่า Use Training Set น้ีเป็นวิธีการท่ีง่าย
ท่ีสุด น่ันคือ ข้อมูลท่ีใช้ในการสร้างโมเดล (model
) และข้อมูลท่ีใช้ในการทดสอบโมเดลเป็นข้อมูลชุด
เดียวกัน กระบวนการน้ีเร่ิมจาก สร้างโมเดลด้วย
ข้อมูลเทรนนิงดาต้า (training data) หลังจาก
น้ันน าโมเดลท่ีสร้างได้มาท านายข้อมูลเทรนนิงดาต้า 
ชุดเดิม ตัวอย่างเช่นจากรูป น าข้อมูลเทรนนิงดาต้า 
ในตาราง มาสร้างโมเดลและทดสอบโมเดลเป็นต้น 
การวัด ประสิทธิภาพด้วยวิธีน้ีจะให้ผลการวัด
ประสิทธิภาพท่ีมีค่าสูงมาก (อาจจะเข้าใกล้ 100 %) 
เน่ืองจากเป็นข้อมูล ชุดเดิมท่ีระบบได้ท าการเรียนรู้
มาแล้ว แต่ผลการวัดท่ีได้ไม่เหมาะท่ีจะน าไปรายงาน
ในงานวิจัยต่าง ๆ ซ่ึงวิธี การน้ีเหมาะส าหรับใช้ใน
การทดสอบประสิทธิภาพเพ่ือดูแนวโน้มของโมเดลท่ี
สร้างข้ึน ถ้าได้ผลการวัดท่ีน้อย แสดงว่าโมเดลไม่
เหมาะสมกับข้อมูล จึงไม่ควรจะน าไปทดสอบด้วย
วิธีการแบ่งข้อมูลแบบต่าง ๆ



Split Test

วิธี Split Test เป็นการแบ่งข้อมูลด้วยการสุ่ม
ออกเป็น 2 ส่วน เช่น 70 % ต่อ 30 % หรือ 80 % 
ต่อ 20 % โดยข้อมูลส่วนท่ีหน่ึง (70 % หรือ 80 %) 
ใช้ในการสร้างโมเดลและข้อมูลส่วนท่ีสอง (30 % หรือ 
20 %) ใช้ใน การทดสอบประสิทธิภาพของโมเดล 
ตัวอย่างเช่นในรูป แบ่งข้อมูลเทรนนิง ดาต้า ในตาราง
ออกเป็น 2 ตัวอย่างส าหรับการสร้างโมเดลและข้อมูล 
1 ตัวอย่างใช้ในการทดสอบ ประสิทธิภาพของโมเดล 
เป็นต้น แต่การทดสอบแบบ Split Test น้ีท าการสุ่ม
ข้อมูลเพียงคร้ังเดียวซ่ึงในบาง คร้ังถ้าการสุ่มข้อมูลท่ี
ใช้ในการทดสอบท่ีมีลักษณะคล้ายกับข้อมูลท่ีใช้สร้าง
โมเดลท าให้ผลการวัด ประสิทธิภาพได้ออกมาดี ในทาง
ตรงข้ามถ้าการสุ่มข้อมูลท่ีใช้ในการทดสอบท่ีมีลักษณะ
แตกต่างกับข้อมูลท่ี ใช้สร้างโมเดลมาก ท าให้ผลการวัด
ประสิทธิภาพได้ออกมาแย่ ดังน้ันจึงควรใช้วิธี Split 
Test น้ีหรือท าการสุ่ม หลายๆ คร้ัง แต่ข้อดีของ
วิธีการน้ีคือใช้เวลาในการสร้างโมเดลน้อยซ่ึงเหมาะกับ
ชุดข้อมูลท่ีมีขนาดใหญ่มากครับ



(3) วิธี Cross -validation Test
วิธีน้ีเป็นวิธีท่ีนิยมในการท างานวิจัย เพ่ือใช้ในการ
ทดสอบประสิทธิภาพของโมเดลเน่ืองจากผลท่ีได้มี
ความน่าเช่ือถือ การวัด ประสิทธิภาพด้วยวิธี Cros
s-validation น้ีจะท าการแบ่งข้อมูลออกเป็นหลาย
ส่วน (มักจะแสดงด้วยค่า k) เช่น 5-fold cross -v
alidation คือ ท าการแบ่งข้อมูลออกเป็น 5 ส่วน 
โดยท่ีแต่ละส่วนมี จ านวนข้อมูลเท่ากัน หรือ 10 -fol
d cross -validation คือ การแบ่งข้อมูลออกเป็น 
10 ส่วน โดยท่ีแต่ละส่วนมี จ านวน ข้อมูลเท่ากัน 
หลัง จากน้ันข้อมูลหน่ึงส่วนจะใช้เป็นตัวทดสอบ
ประสิทธิภาพของโมเดล ท าวน ไปเช่นน้ีจนครบ
จ านวนท่ีแบ่งไว้ เช่น การทดสอบด้วยวิธี 5-fold c
ross -validation ในรูปด้านล่างครับ





ความแตกต่างระหว่าง Classification & Regression

งานส่วนใหญ่ของ Data Mining จะเป็นในการท า Classification ซ่ึงสามารถพบในชีวิตประจ าวัน เช่น 
การพยากรณ์อากาศ , เร่ือง Speech recognition , face recognition การอัพโหลดรูป แล้วท านายว่าเป็นหน้า
ใคร เช่น ในเฟสบุ๊ค , Spam e -mail

ตัวอย่างการท า Spam e -mail classification
• ให้ระบุว่า e-mail ไหนบ้างท่ีเป็น spam e -mail เช่น Keyword ท่ีมีค าว่า won , FREE,cash ในบทน้ีน า

ความคิดมาสร้างเป็นโมเดลแล้วสร้างการท านายข้อมูลท่ีมีมาใหม่ได้
• หา Keyword ท่ีใช้บ่งบอกเป็น spam -email แล้วสร้างเป็นตารางประกอบด้วยคอลัม ม์ FREE, Won, Cash , 

Type แล้วก าหนด Keyword Y,N ( หน้า 356 )
• สร้างเป็นโมเดล (Classification model) ได้ จากข้อมูล training data ซ่ึงมีลาเบล (label) เป็นค าตอบไว้

ก่อน บางทีเรียกว่าลาเบล หรือคลาส ถ้าลาเบลของเร่ืองท านายฝนตก คือ ตกหรือไม่ตก นศ .คนน้ีควรเรียนวิชาไหน
ดี ลาเบลคือค าตอบวิชา ดังน้ันลาเบลคือค าตอบของการท านายน้ัน ๆ ตัวไหนท่ีเป็นค าตอบมันจะอยู่ล่าสุดของ Deci
sion Tree โดยคาตอบเร่ิมจากโหนดบนสุดก่อนไล่มาล่าสุดก็จะเจอค าตอบ ส่ิงท่ีต้องค านึงถึงคือ ถ้าค าตอบเปล่ียน
โมเดลก็จะเปล่ียนด้วย ถ้าข้อมูลมีมากข้ึนอาจจะมีข้อมูลท่ีค านวณมากข้ึนตาม

• น าข้อมูลใหม่ (unseen data) ท านายโดยใช้โมเดล จากตัวอย่างเบอร์ 11 และ 12 เป็น Spam ท้ังคู่

สรุป เอา Training Data Model



Spam e-mail
ขอ้มูลส ำหรบั spam e-mail

ID won free cash Bank Transfer Lottory type

1 y y y n y y Yes

2 n n n n n y No

3 y y y y y n Yes



ความแตกต่างระหว่าง Classification & Regression (ต่อ)

Regression ค าตอบจะเป็นตัวเลข
Classification คือตอบค่าไม่ใช่ตัวเลข เช่น คลาส , ลาเบล Y,N
ข้ันตอนการสร้างโมเดล
• Training Data
• Testing Data

ท้ังสองข้ันตอนมาจาก Training Data รวมใหญ่ท้ังคู่หากผลการท านายไม่
เหมาะสมกับเทคนิคก็ต้องเปล่ียนเทคนิคใหม่ เอา Test Data มาทดสอบว่าถูกต้องมาก
น้อยแค่ไหน Prediction  

Results ถ้าผลการท านายออกมาตรงกันก็จะงานได้และวัดประสิทธิภาพผล
การท านายว่าได้ก่ีเปอร์เซ็นต์



6.4 ส่ิงท่ีต้องค านึงถึงในการจ าแนกและการท านายข้อมูล 

ในการจ าแนกและท านายข้อมูลคร้ังหน่ึง ๆ จะมีหลายปัจจัยท่ีเราต้องพิจารณาและ
ค านึงถึง แต่อย่างไรก็ตาม โดยท่ัวไปเราจะต้องพิจารณา 2 ปัจจัยหลัก ดังน้ี 

1) การจัดเตรียมข้อมูลส าหรับการจ าแนกและการท านายข้อมูล

2) การเปรียบเทียบประสิทธิภาพวิธีในการจ าแนกและท านายข้อมูล 

บทท่ี 6 การจ าแนกข้อมูล (Classification & Regression) วิชาเหมืองข้อมูล (Data Mining)

ผู้ช่วยศาสตาราจาร ย์ ดร. นัฐพงศ์ ส่งเนียม



6.6 ต้นไม้ตัดสินใจ (Decision Tree)

ต้นไม้ตัดสินใจ หรือการเรียนรู้แบบต้นไม้ตัดสินใจ (อังกฤษ : decision tree learning) เป็นหน่ึงใน
วิธีการเรียนรู้ซ่ึงใช้ในสถิติ , การเรียนรู้ของเคร่ือง และการท าเหมืองข้อมูล โดยพิจารณาการสังเกตการแบ่งแยก
ข้อมูลโดยพิจารณาข้อมูลในการเรียนรู้ของเคร่ือง (machine learning) ต้นไม้ตัดสินใจ เป็นโมเดลทาง
คณิตศาสตร์ท่ีใช้ท านายประเภทของข้อมูล / วัตถุ โดยพิจารณาจากลักษณะของวัตถุ ใหนดภายใน (inner 
node) ของต้นไม้จะแสดงตัวแปร ส่วนก่ิงจะแสดงค่าท่ีเป็นไปได้ของตัวแปร ส่วนใบ (leaf node) จะแสดง
ประเภทของวัตถุ

ต้นไม้ตัดสินใจท่ีบัพใบแสดงถึงข้อมูลท่ีเป็นข้อมูลไม่ต่อเน่ือง (discrete values) จะเรียกว่าต้นไม้
ตัดสินใจแบบจ าแนก (classification trees) และต้นไม้ตัดสินใจท่ีบัพใบเป็นข้อมูลต่อเน่ือง (continuous 
values) จะเรียกว่าต้นไม้ตัดสินใจแบบถดถอย (regression trees)

ต้นไม้การตัดสินใจในการบริหารธุรกิจ เป็นแผนผังต้นไม้ช่วยในการตัดสินใจ โดยแสดงถึงมูลค่าของ
ทรัพยากรท่ีจะใช้ ความเส่ียงในการลงทุนและผลลัพธ์ท่ีมีโอกาสเกิดข้ึน ต้นไม้ตัดสินใจสร้างข้ึนเพ่ือช่วยการ
ตัดสินใจเพ่ือใช้ในการสร้างแผนงาน นิยมใช้มากในการบริหารความเส่ียง (risk management) ต้นไม้
ตัดสินใจเป็นส่วนหน่ึงของทฤษฎีการตัดสินใจ (decision theory) และ ทฤษฎีกราฟ ต้นไม้ตัดสินใจเป็น
วิธีการพ้ืนฐานอย่างหน่ึงส าหรับการท าเหมืองข้อมูล 



6.6 การจ าแนกข้อมูลด้วยต้นไม้ตัดสินใจ 

การจ าแนกข้อมูลด้วยต้นไม้ตัดสินใจจะเป็นกระบวนการสร้างต้นไม้ข้ึนเพ่ือใช้ในการตัดสินใจ
จากข้อมูลท่ีมีหมวดหมู่ข้อมูลแนบอยู่ด้วย ต้นไม้ตัดสินใจจะประกอบไปด้วย โหนดต่างๆ (ท่ีไม่ใช่โหนด
ใบ—nonleaf node) ท่ีซ่ึงถูกใช้ในการแสดงถึงเง่ือนไขหรือแอทริบิวต์หน่ึง ๆ ของข้อมูล โดยท่ีแต่
ละก่ิงก้านของโหนดหน่ึง ๆ จะหมายถึงค่าท่ีเป็นไปได้จากการทดสอบกับแอทริบิวต์น้ัน ๆ และจะ
ประกอบไปด้วย โหนดใบ (leaf node) ท่ีซ่ึงจะมีหมวดหมู่ข้อมูลจัดเก็บอยู่ โดยตัวอย่างต้นไม้
ตัดสินใจจะถูกแสดงในภาพท่ี 5.4 ท่ีจะแสดงการท านายคุณลักษณะของลูกค้าท่ีจะท าการซ้ือ
คอมพิวเตอร์จากร้านขายอุปกรณ์ไฟฟ้า โดยโหนดต่าง ๆ ท่ีไม่ใช่โหนดใบจะถูกแทนด้วยส่ีเหล่ียม 
และโหนดใบจะถูกแทนด้วยวงรี ตามล าดับ จากภาพท่ี 5.4 เราจะเห็นว่าโหนดใบจะเป็นโหนดท่ีบ่ง
บอกถึงข้อมูลหมวดหมู่ของค าตอบท่ีเราต้องการ อาทิ เช่น “yes ” หมายถึง ลูกค้าจะซ้ือ
คอมพิวเตอร์ และ “no” หมายถึงลูกค้าจะไม่ซ้ือคอมพิวเตอร์ โดยต้นไม้ท่ีถูกสร้างข้ึนอาจเป็นต้นไม้
ท่ีมีลักษณะเป็น
ไบนาร่ีหรืออาจจะไม่เป็นไบนาร่ีก็ได้ 



6.6 การจ าแนกข้อมูลด้วยต้นไม้ตัดสินใจ (ต่อ)

หลังจากท าการสร้างต้นไม้ตัดสินใจแล้ว 
เราจะสามารถใช้ต้นไม้ตัดสินใจในการจ าแนก
ข้อมูลได้ โดยจะท eการจ าแนกหมวดหมู่
ของข้อมูลเรคคอร์ดหน่ึง ๆ (ท่ีประกอบไป
ด้วยแอทริบิวต์ต่าง ๆ แต่เราจะไม่ทราบ
หมวดหมู่ข้อมูลในเรคคอร์ดน้ัน ๆ ) ด้วย
การเปรียบเทียบแอทริบิวต์ท่ีอยู่ในโหนดราก
กับค่าของแอทริบิวต์ในเรคคอร์ดท่ีพิจารณา 
โดยจะท าการเปรียบเทียบจากโหนดรากไป
จนถึงโหนดใบ เม่ือเราทราบถึงโหนดใบจะท า
ให้เราทราบถึงหมวดหมู่ข้อมูลของเรคคอร์ด
ท่ีท าการพิจารณา 

ภาพท่ี 6.4 ตัวอย่างต้นไม้ตัดสินใจส าหรับการจ าแนกคุณลักษณะ
ของลูกค้าท่ีท าการซ้ือคอมพิวเตอร์ 



6.6 ต้นไม้ตัดสินใจ (Decision Tree)

ภาพท่ี 6.5 ส่วนประกอบของต้นไม้ตัดสินใจ



ตัวอย่าง 

การประยุกต์ใช้ต้นไม้ตัดสินใจ

1. การพิจารณาความจงรักภักดี ต่อสินค้า เช่น ลูกค้า iphone มักจะ
กลับไปใช้บริการหรือซ้ือสินค้าของ iPhone (royal) แต่ถ้าลูกค้า
เปล่ียนไปซ้ือสินค้าย่ีห้ออ่ืน เช่น Samsung (churn)

2. กรณีลูกเครือข่าย Ais , DTAC



• ปัจจัยใด ท่ีลูกค้าจะสนใจเลือกซ้ือสินค้าชนิดน้ีมากท่ีสุด

• จ านวนคนท่ีสนใจ และไม่สนใจเป็นเท่าไร (36 : 64 )

ภาพท่ี 5.10  ตัวอย่างข้อมูล จ านวนคนท่ีสนใจและไม่สนใจ



หลักการ หรือส่ิงท่ีต้องพิจราณาเพ่ิมเติม

• ข้อมูล กับวิธีการเหมาะสมหรือไม่ จะต้องการเปรียบเทียบกับวิธีจ าแนกข้อมูลแบบอ่ืน 
อย่างน้อย 3 วิธี (เลือกวิธีท่ีมีประสิทธิภาพสูง )

• ปริมาณของข้อมูลท่ีใช้ในการสอนหรือการทดสอบ มากหรือน้อยเพียงใด

• การเลือกข้อมูลท่ีเหมาะสม เช่น zip code

บทท่ี 6 การจ าแนกข้อมูล (Classification & Regression) วิชาเหมืองข้อมูล (Data Mining)
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• ให้นักศึกษา ใช้วิธีแบ่งข้อมูล split test 70 : 30 แล้ว ท า process และ run ใหม่

• ปัจจัยใด ท่ีลูกค้าจะสนใจเลือกซ้ือสินค้าชนิดน้ีมากท่ีสุด

• จ านวนคนท่ีสนใจ และไม่สนใจเป็นเท่าไร (36 : 64 )

ภาพท่ี 5.15  การแบ่งข้อมูล (Split Data)



ตัวอย่าง การสร้างต้นไม้ตัดสินใจ (Decision Tree) ด้วยโปรแกรม Rapid Miner Studio

โหนดท่ีเป็นท่ัว ๆ ไป X , โหลดท่ีเป็น ลีฟโหลดไม่มีอะไรมาต่อ Y โหนดบนสุด Root มีเส้นท่ีเช่ือม
เรียก ก่ิง หรือ Branch , Internal Node ตัวอธิบายการตัดสินใจไปเร่ือย ๆ

ข้อดี คือสามารถแทนความหมายได้ง่าย
Decision Tree เป็นเทคนิคท่ีจา แนกทาการหาจาก Training Data ท่ีเรามี Attribute ท่ัวไป

ท่ีมีเช่น มี Free, won ,Cash จาก Label ท่ีเรามี มันจะต้องมีการแบ่งแยกคาตอบได้อย่างชัดเจนท่ีสุด ด้วย
การคานวณค่า Entropy ( เอ็นโทป้ี ) และ Information Gain (IG)

สูตร Entropy (c 1) = -p(c 1) log p(c 1)
IG (parent, child) = Entropy (parent) – [p(c 1) x Entropy(c 1) + p(c 2) x Entro

py(c 2)+…]
ลักษณะของค่า Entropy ถ้าค่าเหมือนกันหมดจะมีค่าเป็น ศูนย์ มาจากสูตร ความน่าจเป็น 1
แอททริบิว ต์ไหนท่ีจะนามาเป็น Root Node คือเอาแอ ทริบิวต์ท่ีสามารถแบ่งแยกคาตอบได้อย่าง

ชัดเจนก่อน

บทท่ี 6 การจ าแนกข้อมูล (Classification & Regression) วิชาเหมืองข้อมูล (Data Mining)
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ตัวอย่างข้อมูล Weather เก็บสภาพภูมิอากาศจ านวน 14 วันเพ่ือพิจารณาว่ามีการแข่งขันกีฬา
ได้หรือไม่ (ถามว่ามี Yes ก่ีตัว ตอบ = 9 แทนด้วยรูปสีฟ้า No = 5 แทนด้วยสีส้ม ) ผลของวงกลมยังไม่ได้
แบ่งข้อมูลออกมานาออกมาพอทคานวณ เข้าสูตร Entropy = 0.97 มีค่าใกล้ 1 แล้วทาการกรองข้อมูลจาก 
14 ตัวท่ีมีผลเป็น Sunny

โหนดไหนแบ่งแยกคาตอบได้อย่างชัดเจนเป็น root node ก่อน ในตัวอย่างเลือก outlook 
เพราะมีคาตอบ outlook = overcast ท่ีเป็นสีฟ้าล้วนให้คาตอบในทางเดียวได้ชัดเจน

โมเดลเปล่ียนตามดาต้าท่ีมี แต่ถ้ามีข้อมูลใหม่มันต้องเรียนรู้ได้มากข้ึน
ถ้าข้อมูลเป็นตัวเลข
• เรียงลาดับข้อมูลท่ีเป็นตัวเลขจากน้อยไปมาก
• แบ่งข้อมูลออกเป็น 2 ส่วนโดยหาจุดก่ึงกลางระหว่างค่าตัวเลข 2 ค่า
• ค านวณค่า information Gain จากข้อมูล 2 ส่วนท่ีแบ่งได้
• เลือกจุดก่ึงกลางท่ีให้ค่า Information Gain สูงท่ีสุดมาใช้งานต่อ

ตัวอย่าง การสร้างต้นไม้ตัดสินใจ (Decision Tree) ด้วยโปรแกรม Rapid Miner Studio

บทท่ี 6 การจ าแนกข้อมูล (Classification & Regression) วิชาเหมืองข้อมูล (Data Mining)
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แบบฝึกหัด

1. จงออกแบบ Decision Tree ของร้านขายขนมหวาน โดยเก็บ
ข้อมูลลูกค้า พร้อมสินค้าท่ีซ้ือ (Data set)

2. จงออกแบบ Decision Tree การเข้าเช็คอิน – เช็คเอ้าตาม
สถานท่ีต่าง ๆ (Data set)



ตัวอย่าง

id name age gender order

1 Somchai 26 male cake

2 Thanawat 18 male Green tea

3 Sirirak 21 female cake

1 Somchai 26 male coffe

1 Somchai 26 male coffe



อ้างอิง

• Data mining —การทาเหมืองข้อมูล โดย ดร . โกเมศ อัมพวัน 
• www.itsci.mju.ac.th
• http://dataminingtrend.com/ 2014 /wp-content/uploads/ 2014 /02 /RM7_chapter 1.pdf
• https://th.wikipedia.org/wiki/%E 0%B 8%81%E 0%B 8%B 2%E 0%B 8%A 3%E 0%B 9%80%E 0%B 8%A 3%E 0%B 8%B 5%E 0%B 8%

A2%E 0%B 8%99%E 0%B 8%A 3%E 0%B 8%B 9%E 0%B 9%89%E 0%B 9%81%E 0%B 8%9A%E 0%B 8%9A%E 0%B 8%A 1%E 0%B 8%
B5%E 0%B 8%9C%E 0%B 8%B 9%E 0%B 9%89%E 0%B 8%AA%E 0%B 8%AD%E 0%B 8%99

• https://datawow.co.th/blogs/what -is-machine -learning
• https://www.depa.or.th/th/article -view/article 11-2563

วิดีโอ
https://www.youtube.com/watch?v= 9xWroudRc_o
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