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NIKuQsS1IBaldganmIsnivIuNau

unii 1 untih
1.1 Avnnazanwaisinguosdym
1.2 SanUs:aon
1) finun ...
2) Wouu ...
3) Us:u ...
1.3 uwunmsaniu
1.4 vouiua
1.5 wafmadro:zlasu

unit 2 msiadsudoaya
2.1 maswndloingonussio
2.2 msmanwdlodaya
2.3 msmanuazaiadaya
2.4 msiasgulWddoya .csv (xlsx)

100 shams
1000 sanmis

W3 Word + IWddaya CSV



nKuadvLvIuNau

unit 3 msnukiioodona (msasiwluiaa)
3.1 mslgduliidazulo
3.2 msKInnANUAUWUS
3.3 msrih KNN
3.4 msuuvdaya &rnsumsidnaau (Training Data set) ua:misnaaau (Test Data set)

uni 4 ms3aus:ansmnluioa
4.1 wamisnaaaululaa vooudazss
4.2 msdaus:ansmnluiaa

uni 5 asuwa onUs1uma uazdalauouu:

W& Word + [Wadaya CSV

+ [Wa Python




unh 6 msdwundaya (Classification & Regression)
Wiax1 (Agenda)

6.1 Sanus:asa

6.2 aowkuevadmsouundaya (Classification)

6.3 anwwkmszasmsiiung (Prediction)

6.4 gouancivos:ko1v msmngdaya ua:msdUuNIaya

6.5 ns:uoumisvaomsduundauya

6.6 inalanldlumsdrwundona (Classification Techniques)

los AB28Mans101sd as. Ugwost doldisu ssakiioodoya (Data Mining)



unh 6 msdwundaya (Classification & Regression) ssukioviioya (Data Mining)

1o (Agenda)

6.7 msuUs:gndlgouduliidazulo (Decision Tree)
6.8 da5aus:=ansniwvaslulaa (Performance)
6.9 msuusdayadrinSumisaauunaznisnaaau (Split data)

6.10 msuusdonyalionadauus:ansmmnvasluiaa Validation)

los AB28Mans101sd as. Ugwost doldisu ssakiioodoya (Data Mining)




. unh 6 msdwundaya (Classification & Regression)

msonuNLazMsingdala

{uunidiomiimsfinvuneosnuinaincdio q lumisswunds:innvasdoya a1ii 13U

misdmundayadaremsasdodulidadulo (Decision tree classifier)

msJdiundayadogiudidsunazivaidaud-aliinidsa (Bayesian classifier and Bayesian belief
networks)

msdiundgayaasruny (Rule-based classifiers)
misdmundayadoslasodisds:aniisunaznisdosrdoundu (Neural network and backpropagation)
misdundayaonnnaduaunusyasdaya (Classification based on association rule mining)
mssiusidoutiulniga k dudu (k-nearest-neighbor)
msinsdoyauazimisinvungsnumsmunsdoya no:Us:noulddssnisnanouidoiduasy (linear
regression) ua:msnanosiliiduiduass (Nonlinear regression) mada-ts1ozmmsfinuviAgomsianaiuy

andovuazasiwdawalalumsdinundoaya soudivdoudordurdossmsimiuls:ansninlunsyudio q dxsumis
duunuazmsmugdaya
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unh 6 msdwundaya (Classification & Regression) ssukioviioya (Data Mining)

ANUAUWUSs=koW Al , ML ua: DM

_ '
’ CRISP-DM 6 STEP
.
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FEATURE EXTRACTION

Classification (misowundgoya)

* Color *  Clustering (nmsudongudaya)
* SHAPE
* TEXTURE
* Color
RED

BLACK



FEATURE EXTRACTION
NISUENIY:AUANYIUUOVTDNA

N1SKIanuyous=lau

Attributel Attribute? Attribute3 Attribute4 Attributel
17 Juduv yu Un
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FEATURE EXTRACTION

NISUENUYAUANUBIUIOVUDNA nsiseuSiuudNaau (Supervise Learning)

N1SKIanuyous=lau

1 wuo
2 00
Attributel Attribute? Attribute3 Attribute4 Attributel
U1 J1uouUv yu uUn NUNY
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FEATURE EXTRACTION

NISUENUYAUANUBIUIOVUDNA nsiseuSiuudNaau (Supervise Learning)

N1SKIanuyous=lau

1 uuod
goyadikSunisdaau (Training Dataset ) 2 30
Attributel Attribute? Attribute3 Attribute4 Attributel
U7 SR[Vie]VEdR! uu un NUNG

Ve 1 4 1 0 0 I 1 ,
quu 0 0 0 1 1 Y
59 1 3 1 1 6 L1 |
Qe 1 / O 1 1 1 2 I
- 1 4 1 0 1 b0
wn ' I
) I —

goyadiksumisnaaou (Testing Dataset )



unh 6 msdwundaya (Classification & Regression)

ilafinunanidrlokdnnis msdmundoya (Classification) uaznis Regression
Woaodu
iwomsaswluaanawsndrunkdousndoyasonidundukdoaruoakiicio 9

inomisasvlutaanisniuedreds dullidadulo (decision tree)

los wgoamMans101sd as. Ugwost dollisu Ssukioodoya (Data Mining)



unh 6 msdwundaya (Classification & Regression)

6.2 aowKknyyaomsIUNUAMSHNBYala

lumsnozidlosimsdundoyadioo:ls asvmorsndsogododaluil

1) wiinowduidagoosuimsdoomsnoziims3iasizidoyatidonoiimsinunsimsiiu
luasonkin q dasslkudiondasansuazasslkudoninauidsy

2) gsamsdgmisaaravasusinvizaunsnilWihdaonmisdoyaiiadaslunmisaraiardn
“anMiintuanuruzadvlsno:inisgonaumolaoasoinusen”

3) Un3dumomsunnddoomsnozdiasizkdoyainuonuuziSoicuiionoziimsniiung
siqUounaso:lasunisquadosssslanmsldssnissnuine 3 55nldsuaoiuiisuagio
LLWSKay

@ nisdmundaya
(Classification)
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unh 6 msdwundaya (Classification & Regression)

6.2 anwKknegavmsILUNLAzMSHNgYalya

h 4

ngvo:iimsasioluiaaksadadiuundoya (Classifier) idorurskusakijuavdoya
(Categories/Class) 13u uiveonidu 2 ndu Jasans k3o 1380 lumsdiasizidoya
duido 55mssnun A k3o B k3o C lumis3iasizidoyavosriUosuziSoidun 1Judu lu
douvoomisiinisdoya asomo1studrodvdodalUi-avudsiddanisdrisnisaala
doomisnozmuskdomalarsianmaukiy q o:inisdreidudoduioinustnidudiuou
ilks mis3iasizkdoyadnuruzidozidudousaonisitunngdoyaidodolas (Numeric

prediction)
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. unh 6 msdwundaya (Classification & Regression)

6.2 anwkmnsyaomsdLUNLAzMSHIINadaya (ca)

msdmundoyao:Usznauludos 2 nszuoumskan dGoudasdoosvlummi 6.1 ua: 6.2 MmJumsi-
duisu lasornminn 6.1 o=1duns:usu misasrodadmundoya s ngavasdoyaniduduna NFoud
a:isanosavavdayaniimsioisano:Us:nauludossisazosuansdodnusuaniionuanuiuzvasynnan
mmsA-duidu uazkusaKijuavyanalu q siinowlasansksaindimdsslumsilkn-dudussali law
ns:usumsasidaduundayalngniSenin ‘learning’ Kso ‘training’

dudaugoonisiSsud KSomisaau Aliaonmstinaduaauisdrksunmsdnundayavrdundumsiv
Joya Jauaisanosa X kv q lugadayaniinisiorstuo=us:nauludssisavoduansvod

X=(x1,x2,....xn)
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. unh 6 msdwundaya (Classification & Regression)

6.2 anwkmnsyaomsdLUNLAzMSHIINadaya (ca)

mis109:nuny apple

nsonauy

class label attribute

anutuzldu(Feature) vov apple : susw , &, Mu, waa , u /

WB2871d015101S8 QS. UgWosT doldauy
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. unh 6 msdwundaya (Classification & Regression)

0.2 A2 WKVIgYdYMSOWUNLa=Msnungdaya (¢o)

MIs10=Mue apple

nsonauy

class label attribute

anutuslduyav apple : susw , &, Mu, waa , u
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. unh 6 msdwundaya (Classification & Regression) ssukioviioya (Data Mining)

naxd / a10au

mis109:nuny apple

anuruziduzoo apple : sUsw , &, Mu, waa; -,

aiau sUsio a nu

1
|
|
|
e D = 5 . 11
X | 1 nsonaw 1O 0 0 0 1 e 1
| e o o N EEE_I———__——_——hNyIE————————————————— e e 21
2 NSOS B8 0 0 o VIl :
I I
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3 nsonay 1092 0 0 0 P I

|
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I I
I [
‘\ _________ /’

anuruziduzay apple : sUsw , &, Mu, waa, lu
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. uni 6 msdwundaya (Classification & Regression) SKioodioya (Data Mining)

fs19=nue Fuide Aaa / maou

anunEIauYad anm utgau S'IEJICI S'IEJO,'I'!! ?ﬁ*oﬂmsms

S189018
X
11 36 910159 50000 30000 40000 | a1 l#UO
gy - .I. __________ I:
! !
/70000 40000 50000 1| Uo Upaoﬁa
I I
MMM g P.HI Bl )
10000 20000 V[V Jasany

* k%

Suouvevnudnuru: (Attribute ) luunlu ludeslu

Juagnudoaua c o . _
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Juagnudsms (Algorithm) Azl
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. unh 6 msdwundaya (Classification & Regression)

0.2 A2 WKVIgYdYMSOWUNLa=Msnungdaya (¢o)

MIs10=Mue apple

nsonauy

class label attribute

anutuslduyav apple : susw , &, Mu, waa , u

WB2871d015101S8 QS. UgWosT doldauy



ADIUKUIgYaYNISIIMUNLa=NIsnIugdoyalco) ns:zuoulsgus (Training )

///'[ Classification algorithm ]

Training data

/ \

name age income loan_decision
Sandy Jones young low risky
Bill Lee young low risky Y

Caroline Fox middle_aged high safe

Rick Field  middle_aged low risky

Susan Lake  senior low safe Classification rules

Claire Phips  senior medium safe

Joe Smith middle_aged high safe / \
IF age = youth THEN loan_decision = risky

IF income = high THEN loan_decision = safe

Testing Data (unknown data/unseen data) IF age = middle_aged AND income = low
THEN loan_decision = risky

@ o1y 20 s19lad 18000 = 777

nMWn 6.1 Mmsisgusoindoyatioasiododiundoya




. unh 6 msdwundaya (Classification & Regression)

6.2 anwkmnsyaomsdLUNLAzMSHIINadaya (ca)

n uansdadnusuaniionruanuruzcio q sovdayalsanasa X uanontuisanasa X o
Udoyadnkiouansioodnuvovuaniiokuoakyvavdoaya (class

label attribute) lasuanstadruoakijdoyao:iludoyauvuliidatiioy (discrete-valued)
lasgadoyamludunadikSuinmsasiodadsiuundayas:nnissnan

Wudu Knuka-lldevonudazisanasalugadoyamdu
dunWadijuansdodKuIaKLIaYaLUUDEA DY

| | -0

uansdadnuouaniiokuoaKkijvavdoya srcaunaaulknauroicasiSsus

. los wgoamMans101sd as. Ugwost dollisu Ss1kloodoya (Data Mining)




. unh 6 msdwundaya (Classification & Regression)

6.2 anwkmnsyaomsdLUNLAzMSHIINadaya (ca)

n uansdadnusuaniivamuanuruzdiy q goodayaisanasa X uanoinduisanasa X &v
uuauaanhuouansuaclnuouannonuonnq’uaauaqa ( class

label attribute) lasuanstsduuoaniioyao=tludoyauvuliidaiiios (discrete-valued)
lasgadoyanduduwadikSuinmsasindodiuundoyas:nnissnin

Wudu KnuKg—Liavronudazisanasalugadoyanidu
duWaDijuansS oAk IQKLTaNALUUDEA DY

LonstodnuouaniiokuoaKyavdoNa ficdaundaulinounolasisau

WB2871d015101S8 QS. UgWosT doldauy




. unh 6 msdwundaya (Classification & Regression)

6.2 anwkmnsyaomsdLUNLAzMSHIINadaya (ca)

olu msdundoyadosdoyadnuruzioziSunsn

losmisiSsusuvuiidaaud=uandionu
msiSsusuvuliiiiaou (Unsupervised learning k3@ clustering) no:lunsiwiio
KudaKijgoYdoua doadvidu lumssiasizidouamisi-dudunliiikuoakiidoyanus
uondimsiduasokiy q Gaoiwidsonsoly 1s10:awisnsiasizidonaldoinnis
1soulasisanasavaomisi-duiduniidnuuzlndifisonukdaikiiounulfosblunguy
ldoonu Wudu asy msissuuvuliigasu fio lilaszusiaaulslix

WB2871d015101S8 QS. UgWosT doldauy



. unh 6 msdwundaya (Classification & Regression)

6.2 aswkvgyaomsIuuNuazmsiusdaya (cd)

dudaundadyaomsdiuundaya (Gouaaslusun 5.2) oudumsiSenlddoduundayan
asiwduoinduaounkiotdaninissundoya lasludouiSudu doduundoyao:nn
nadauuazus:iiusinoiugndas (MusildzadoyadinSuaaulunisnadaudasiuundoya
a:mlkacwnndovozisisoudiogs lovondadmundoyanasroduazikuizivdoyasa
uuiduagruin (overfit) uddnsildsadayanuandiveanlulunisnaaou (test set) law
gadoyanldo:dooiluansdodkusakijdoyauuvasdss o:mlkisinswiinnunndosvas

sdmundoyald) lassinoiunndasvoodadiuundoyangnadioduszidulasidudues
dadruundoyanaruisndruundoyaldodronndos (dodruundoyausuaniiokuoakiy

dayalawsiiouniukuoakiidoyangnuuvuiiudoayalsanasakiv 9)

WE28MANS101S8 aS. Ughost dolligy



A2WKUIgYaIMISIIUNLazmMsiuadayalca)

[ Classification rules ]

ns:usumsnaadau (Testing )

‘ Test data \

‘ New data \

(John Henry, middle_aged, low)

Loan decision?

name age income  lpan_decision
Juan Bello  senior low safe
Sylvia Crest middle_aged low risky
Anne Yee middle_aged high safe
(b)

risky

NN 5.2 msnagaudasiwunioyainodanunndos



. unh 6 msdwundaya (Classification & Regression) ssukioviioya (Data Mining)

6.2 aowkKnsgvaomsdUNLAzMSHIINadaya (o)

iesnougndovvavdadnundoyaidsinirdonalonsosausula 1s10:13
dadmundoyalunmissrmunkdavovanivokusakijdoyamdwnlkuingosiliinsiv
KusaKkdoyauriou (JayandwrlkozgniSenst ‘unknown’ KSo ‘previously
unseen’ data) doedrdu dadwundoyannnasrwduumnwi 5.1 o:pnldide
dadulomslii-guiSuzasionaisndudwnlkusrozlkn-guksally 1Judu

WE28MANS101S8 aS. Ughost dolligy



. unh 6 msdwundaya (Classification & Regression)

6.2 aowKnsgyaomsdUNLAzMSHIINadaya (cd)

Feature , Feature Extraction
Attributes

Label , Target

Prediction

Training Dataset , Testing Dataset
Split Data , Cross-validation
Overfit

Unknown

1.
2.
3.
4.
S.
6.
7.
8.

WB2871d015101S8 QS. UgWosT doldauy



. unh 6 msdwundaya (Classification & Regression)

6.2 aowKnsgyaomsdUNLAzMSHIINadaya (cd)

1. Feature , Feature Extraction

WB2871d015101S8 QS. UgWosT doldauy



. unh 6 msdwundaya (Classification & Regression)

6.2 aowkmnegaomssuungaya (da..)

misdrundoyaimsiluldlusarwaro doil
msdmunnmn (Image Classification): msusnus:3anksadovaolunn

msoundandu (Text  Classification): nisduuntonaisksadoanoivoauladlaunnisnszrninie
muisssusd (NLP)

nisdunaoandaainsi (Sentiment Analysis): mss:uaswiinludonou
msdwmunlsa (Disease Classification): msasao3iodslsaoinsynmmnionmisunnd

mssmunmsloud (Intrusion Detection): nmisasa9dumshiidovavs:uvnauNoLaos

nisdrundoyailuindavidonius:lusilunmisiinsuazinsimdlodoyalusyuvun
pndavuazijus:ansnin.

WE28MANS101S8 aS. Ughost dolligy



uni 6 msdwundioya (Classification & Regression)

6.2 aowkmnegaomssuungaya (da..)

msoundavaiimsurlulzlukarwaror God

misounmmu (Image
SankSadouaolunn

€« Take close-up photo

@ health.google com/dermatology

X Submit photos and symptoms

Take a close-up photo

Q Photo tips.

Classification): msusnug:

Bulla
Circumscribed
collection of
free fluid > 1 cm

Q s00

@ health.google.com/dermatology

Papule
Superficial solid
elevated, 0.5 cm,
color varies

X Suggested conditions

Your photos

dsuKkUoavdoya (Data Mining)

Macule
Circularflat
discoloration
<1lcm
brown, blue, red or
hypopigmented

Plaque
Superficial elevated
solid flat
topped lesion
>1cm

Wheal
Edematous,
transitory, plauge,
may last few hours

Melanocytic nevus

Images from the web

Excoriation
Linear erosion

Scale

Epidermal thickening:

consists of flakes of
platesof compacted
desquametedlayers
of stratum comeum

Erosion
Loss of epidermis
superficial; part or all of
the epidermis has been
lost

WB2871d015101S8 QS. UgWosT doldauy

Nodule
Circular, Elevated,
Selid Lesion

>lem

Pustule
Vesicle containing
puss{inflammatory

cells)

Crust
Dried serum or
Eexudateon skin

Lichenification
Thickeningof the
epidemisseen with
exaggeration of
Normal skin lines

Patch
Circumscribed
Flat Discoloration
>1lcm

Vesicle
Circularcollection
of free fluid
<lcm

3

Fissure
Crack or split

w
g.

Thickening; permanent
fibroticchanges that
occuron the skin
following damage of
the epidermis



. unh 6 msdwundaya (Classification & Regression)

6.2.1 msowunmn (Image Classification)

msdmunmn (Image Classification): msusnug:z3anksadovoolunin

msdmunmw (Image Classification) 1Juns:usumsililuiaaissusuazsmunninlungursaus:inn
d1v 9 mudnvnuzk$adnvuznauauidvoonmniu q mikawisnusnus:sanksodovaslumwlacnungn
mkual3. nszuoumsiiimistdluiaainsovus:usana (machine learning) KSaUmymUs:aus (artificial
intelligence) iWaadws:uunawsnismazsrmunnmmnlddosauiod

doogomsusnuyzsanksadovoolunin 15U

muniSankargus:innagsauiiu 1u mwihll mwhsonuu 1Wudiu Isyawnsausnus:sanluniwcaususio
gu1a anunuzAufd KSadnuvruzmsinaaulko 1Wudu

mwAiddanUs:innidaesfiiuagsouiiu 1du mwioun mneouar Wudu 1srawisausnus:Sanluninau
anunuzgavdanuuq 1wu sUsw & suna wWudu

mwinidSandounuiu 1du mwouuniisnsuddvoy 1Wudu israwsausnus:3anlumnlalasmorsaunoin
sUs1v & Juna KSaanuuzWUADIYdISANUU 9
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. unh 6 msdwundaya (Classification & Regression)

6.2.2 msouwundandu (Text Classification)

misowundoano (Text Classification): nisgiuunianaisusadondiuaauladlaunnis
ns=nanonmuwusssus1d (NLP)

msdrundonaiv (Text Classification) Wuns:usumsililuiaaidsusuazsruundonsivaslungunso
Jsztnnd q cwanuvuzssadnvuznwamuauidnmkuald. nszusumsiiimistdinatiamoninisssusd (Natural
Language Processing - NLP) udormilluiaasnsnidnlonazinsizidonouldagonndor

msdundannuimsunlulslukarwaiv wu:

misdwmundonnudungu (Text Categorization): msduundondivaslukuosakijssangudio 9 1du 319,
uUNn391SN, KSd 1SaVIAISUSNO

nms3as1:in0wsdn (Sentiment Analysis): miss:yuazswunasiuidnludonsiusnduuon, au, Kss
aosasa

msasaodumsnissio (Business Intelligence): msdmundansumngsdosnussiio 1du aowdaosms
YovanNIKSd MsISensay

msaausniw (Question Answering): msdmundanduiNacausIMUNINGITOD
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. unh 6 msdwundaya (Classification & Regression)

6.2.3 msdwwunaandaainsy (Sentiment Analysis)

nisdiuunaandaainsi (Sentiment Analysis): mss:uasiwsidnludanoiu

msdunoandaansi (Sentiment Analysis) 10uns:uoumsililuiaaissusua:smunaciuiankse
fisuadAusingludionow 1Wu srdonnwiiubifformmidouan, 18oau, kéarduidoriAtdunats q oglunuslku. ms
SuunosndaansiwingninlulalumssinsiianwAaiRusosanin, msasooasunsundlulsidoanids, mssinsii
$52000R18, ua:lucaradu q Atnsdosiumsiungncnusin.

misdruunaandaainsiingnuinluldlusarsusass 1du:
ms3iasizinoiwaalkuani (Customer Reviews Analysis): misasoodaunoiu§danvavanaide
WaonunKsSausms.
ms3insiklsiduaiids (Social Media Analysis): misasaoaaunsiuadnusinglulwadksanoiwfatiuvu
laidwaiiidey.
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. unh 6 msdwundaya (Classification & Regression)

6.2.3 msJmunaandaains (Sentiment Analysis) (cid)

nmisdmunaandaainsuinonuirldislusarsusas wWu:
mssiansavd1d (News Sentiment Analysis): ms3insiziaowsanndsingludo.

msdamsanuinssa (Stress Management): msasaoaaunaiuiinvosynnaluaniumsnilani: 1u nis
nouKSamisfinn

misdunaandaainsiinowarvinglumsmiidorsmnsodaonunanuidnuaznauadimaihlongdnssuuas
adwowalovavilEnsSaanm
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. unh 6 msdwundaya (Classification & Regression)

6.3 aowKmnagavmMsingdalya

ADIKUIBYdIMISHINBTDA

msnwnadoya (Prediction) 1Uuns:usunmisnivinginmisdoya (Data Science) KSamisiSsusido
lAnlios (Machine Learning) Auowiumsasiouvudiaas (Model) RawsamunssiSonadwsinandooin

B
[ |

doyanidod msmueduiianuruzmsiiuluardudoi:

c'iaaehomuﬁ"lz‘imsmuwsauﬁomsmuwsmmao, NIsNMUIggaadIgauMm, KSanisniulgwansznuniy

guniwondoudsdiv q msineinisUszandldlukarsdiu 1du n1sssiio, nsuwnd, uazdu q Adoonisnis

G

Sins1zKua:msmmsludoyaninoiududou.
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. unh 6 msdwundaya (Classification & Regression)

6.3 misniu1y (Prediction)

ns:usumsmonauratads (algorithm) AlddsSumsweinsnikdornswadawsoindoyansluawnsnuvseonidu
2 Us:innisngladod

1. Supervised Learning (msiSsusuvuidaau): luns:uoums Supervised Learning, [uiaannilndosdoyaniishaau
(label) ua:doomisrimnawadansksashaauiidolasudoyalnii

(29810 Algorithms
- Linear Regression: l§asSuniswannsnisicalios (continuous values) 13u s1m, arukni, kSomana
- Logistic Regression: l§@sSumiswensaisiinuuluuis (binary values) 13u msanaskseliicanas, mssuzkdoun
- Decision Trees: awluiaamdudulindsslumsdazulovudoyanvuiardu
- Support Vector Machines (SVM): l§@wSumisdandudoya (classification) K§amiswensanisidorios

- Neural Networks: [ulnamonauiaicasidraeonmisioiugesauasuuud
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. unh 6 msdwundaya (Classification & Regression)

6.3 misniue (Prediction)

2. Unsupervised Learning (misiSsuguvuliiifaou):

- moaswe: lunszusoums Unsupervised Learning, lulaannilndssdayanliiiisicau (label) uazitiumssumlinsoasionso
ardundauoagludona.

doad1v Algorithms:
- K-Means Clustering: l§dSumsdandudoyaosanilundusars q naw.
- Hierarchical Clustering: i@ vSumisSandudayasoniduardunuvudul.
- Principal Component Analysis (PCA):** l§d1vSuaasunavosdonauaziusnouiuiusidouay.

- Autoencoders: [ulaamonauioiaasildlumsaaiitivoodona (dimensionality reduction) K§aaswsummnimdu
A21WKWU1Y (semantic images) ondaua.

[ g -~ [ -~ -~ - i = [ ° [ Q =
naaaaus:lnnuun‘lszua'luainonﬁ'lou:nazun'lsunutgH'lrn\’ﬂauwalﬂasnlnaﬁua\"nun'lsrnlnﬂ, vanay, uazaum
aswdunusludaya.
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6.3.1 msiSvuslasiifaou (Supervised Learning)

misiSsusSuvuiigaau Wusmaasuguokio
fu AI Hsaﬂmmws.ous muldikaoda Machine
Learning nrmasdunteulumsiinniua:ideiu Supervised Learning
Tuﬂoouu wiovonnilasre(Tools) uunucn INYD
l5nouRoinesindaviduofiawisnfinuiuazitoiu
outtuwaléias losmaasususiiiviuiuninuids
doudd 1959 pmauslas Arthur Samuel 1Ju
unonanmaclsnauwomasmaalusnuuwaomty
dutnunauoiaas Jryryius:aug uazmsisSsus
gootndos [Usunsu uddssinalulagrdoas:uu
Us:uosawaluaautiudodraivasd mikdoluidun Regression Classification
Gsw dafuludoolu

nWn 6.3 MsiSeusiuuinaau




6.3.1 msissuslasiifjaou (Supervised Learning)

msiSsuslosiidaou (Supervised Learning)

msiSsuslasifaou 1Wu3smsiSsuduvukiolu Machine Learning nldgadayaniine dayaidh (Input) ua:

v
i
L 2 bl )

doyaoon (Output) Agndos nadlnlkluiaaanisniSsudaoiuduiuss:ksrvdoyaikarl uaawisniuENadNS1KSU

(]
L 3

doyalkula
doa8 v
_ . Supe.vised Lea ning
msdaxkudakydwa (Spam/Not Spam)
msaianisnisiniviu
Ms31AS1ENMKW (LWIKSaFUY)
msudamwn
Us:inngaomisiSsuslagigaau Regression Classification
-+ msdauszinn (Classification) : luiaao:Ssusnozdarsusakijdoya.

- msnanos (Regression) : [ulnao:Ssudno:mamsnishdolavdotio

nWn 6.3 MsiSeusiuuinaau




6.3.2 sudaunkanvasmsissuslasiidaou

e
B B

gucaukanzavmsiSsuslosifaouidaoi:
1

doyamisiln (Training Data): o:deviidoyainiisraournsothemnuuasiumsidns:uu oUs:nouludounuanuru:
(features) uazshaaungndav (label) 1du mwyasuusndthemnusnduuuokdoly

[uiaamisiSsus (Learning Model): doorkualulaano:lglumsissus dodulassasromonniamaasnauisa
15sudondoyald 1du Neural Networks, Support Vector Machines, Decision Trees, k§2du¢

ms#n (Training): lusuaoud, luiaao:pnilnlaslddoyailn laus:uuozusSumisilicasvaslulaaiialkiinowainisn
lumsrinsshaaungndas

misnaaau (Testing): Kavonnlulaangnilniaso, deonaaouuds:ansniwsoslulaadssdayanaasuililagnlslu
guaaumsiln Minaus:iiudluvcailnowawnsamunsladusisku

Us:iluuna:usuusy (Evaluation and Fine-Tuning): kanlulaaidus:zansmnliawe, o:doousuusoluiaalaslddoya
misnadou NalRilUs=ansmmunalumsiingsaou

misiSsuglosidaaulngninldluoiudiog 1du msdruunds:innvasniw, mssrundondiy, KSamsiugy
s1myavKu 1Wudu




6.3.3 doosvvayamisidn (Training Data)

wolkaroudhlovindu, lfadrodivdoyamsiln (Training Data) @ssuaiumissrunmmngosdassndunuosnsok:

auanuwu: (Features): lund, arudnunuzzoommiluiduasovavinisa (pixels) lumnwngnidaskaidudoiag. 13u, lunsnizoomw
guna 64x64 pixels, auanuruzo:iluaiisguuna 64x64

fcau (Labels): saaounsathemavuaassimmuimbuuus (cat) KSaru (dog). 1s1lE "1" unuuwsua: "0" unukw.

doagvdayailn

aruanutu: (Features) Acou (Label)
[0.2, 0.4, 01, .., 0.8] (uoouwo)

[0.5, 0.7, 0.3, .., 0.2] (yooru)
[0.1, 0.8, 0.6, .., 0.5] (voouud)
[0.6, 0.2, 0.7, ..., 0.9] (vooru)
[0.9, 0.5, 0.3, .., 0.6] (voouud)

lunsiod, aruanuru: (Features) Aodayanldlumsin, uazsicou (Label) fanadawsnisidoomslisluiaaniune. uda:
unsudgadiivmmuuazsiiaauningsda. Joyaikariozantiwnislunszusoumsinluiaaluguasudialy




. unh 6 msdwundaya (Classification & Regression)

6.3 dosgwmsnngdala

doagvmsmungdala:

misiinensyg: lussio, msiinsmsnsduiissausnisluannasindoyamisvislu
adalawnsndoaulissionnmisaounumsnaaxssomslusluadumldasroiius:ansmiw

misineanusinoindonnu: lumsdiasizidoyaniomwnisssusd msinennusin
ondonswnidsulasdlvulaiduanidensaidulsd dawrsndaussionsauynnansluiinlo
AWAIRUYDORILS

misinelsaoinsyniwnonmisuwnd: lums3iasizisyninnomsuwnd, msiunginw
Uuq Januruzgaolsansali dawisndrulinisassoslioduibuladrossaiSouasii
Us:ansmmw
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. unh 6 msdwundaya (Classification & Regression)

6.4 JouancS:KI W MSHngdaya uazmsdUuUNIaya

msniwnsdaya (Prediction) ua:misdmundaya (Classification) 1Juns:uounmismodnainisdoya (Data
Science) aldinaiiado q INoUs:usanadoya laginouuandios:kswnoaas Gol

ADWIUTKUNY:

msritnedioya (Prediction): Doauokugmwarueaikdanadwsnagolinsivvaviioyalky, soorotdudolay
kSodnliawisndun(ddungu.

n1sdwundioya (Classification): Boauokugwedtundoyaaslunduksoaussinnalo 9 cNUANUIULKSo
anuruzmonatuauudnikuald.

WAaaWs:
msritnedoya (Prediction): wagwsunidusinrmunsuioinluiaa, sooroidudolaussamnlilasiuundungu.

msdundoya (Classification): wadwsdomssiundoayaaslungusdaussinnnmsuald, 1u kuoaky A, B,
C.
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. unh 6 msdwundaya (Classification & Regression)

6.4 JouancwSIKIW Msingdaya uazmsouungaya (¢a.)

Us:inngaoUym:

misiiuadaya (Prediction): awsntludykinidodolas (regression) kSofldon1sduun
(classification) duagnuanuruzvavdaya.

msdmundaya (Classification): ilumsusndayasonilundurdous:inniuandivnu.

dooadromisly:
msinsdaya (Prediction): msimunssaamsvasdumiuamng, msmungsinfu, KSomsmulgauknil
luSunsoi.
msdwmundaya (Classification): msdimwunaandaainsi (sentiment analysis) savdaniu, misdmun
aglungunatv, gv, KSa, KSamsdrunmwInNTuuuokSak.
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unh 6 msdwundaya (Classification & Regression)

6.5 nstusumsyoomsdundayaiisucourandil

ns:usuUMISYoIMISIUNToyalsucouskanaoll

misiassudona (Data preparation) : SsudoyalEiwSoudIKSUNISIIASIER 1BU AU
gouanlusidu asooaaunownndeovvavdoya Wudu

misiaonlulaa (Model selection) : 1donlulnanisisausvooindoonikuIzaudIkSuIuUN
doon1sni

msilnausululoa (Model training) : dnousululaalaglddoyansdnausunidheminu
misUs:ilululaa (Model evaluation) : Us:iiuds:ananiwvavlutaalaslEdoyanaasu

mistiluldou (Model deployment) : thluoalulBrivunedoyalk
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unh 6 msdwundaya (Classification & Regression)

6.6 natantslumssundoya (Classification Techniques)

danasiumsiSsudvovinsavnisulddrinsumssiuundoya laun
Decision tree : aslutaadwunds:zinnfusduvuvaodulinmsdagulo

Support vector machine : asoluicadwunds:zinnlas{Bidundonuusiioyasoniduaaonduasio
galou

Logistic regression : aswluloasunds:zinnlasldaunisladadn
Naive Bayes : a5wlutaasunus:innlasldaunisiug
K-nearest neighbors : aswluiaadunus:innlasroisturoindioyadoogioninaifigonaa

Neural Networks (Deep Learning): lasodhgus:zaniisunikaresu, mikawisnissusaoiususou
[

9a9
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unh 6 msdwundaya (Classification & Regression) ssukioviioya (Data Mining)

6.6.1 dulldazulo ( Decision tree )

6.6.1 dullidaiulo ( Decision tree )

Decision Tree (dulD
daaulo) 1Jud5nisiiurgKsadiuun
doyanilasvoasioluduliniurede
Us:naudlsnisdaduloaiuarduaas

1douls (conditions) luuSunzoomsls
Decision Tree luwsiiosdoya (Data
Mining), Gnisuh Decision Tree nld
INan1uIgKSadnundoyalNoAUKD
aonwsKsolasvasondouasludoya
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uni 6 msdwundioya (Classification & Regression)

6.6.1 dulldazulo ( Decision tree )

6.6.1 dulidazulo ( Decision tree )

douus:znauvavdulidaiulous:znauludoy:

[kua (Node): I[kuafiooanldlunisdaaulolu
Guli. [Hunuuouauaaamﬂunauuaa q lasld
anunuzKio 9

1dunv (Branch): dufvidous:k3vlkuaua:
uaasiiomisdadulonmidu.

anutu: (Feature): anunu:fanmuanudkKsadd
wdsildlumsuvodoya wodulidagulodoons
dadulo, o: laananuru.nmmsnuuouaualnn
fda

Urklin (Weight): dastnuuidunouaasiio
aswafingasudazarivaksSamisdadulo

dsuKkUoavdoya (Data Mining)

rlfidee s

frdia bl el

e |
s s

¥ I -

Descision Tree

https://algoaddict.wordpress.com/2022/06/27 /ownduliugomsdadu/
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unh 6 msdwundaya (Classification & Regression) ssukioviioya (Data Mining)

6.6.1 dulldazulo ( Decision tree )

6.6.1 duliidazulo ( Decision tree )
douus:nauvavdulidadulous=nauluae:

lu (Leaf): Tluvoasduliuaasiiomadnsusomis
unau'lonanmuHaomnnlouuauauacnuanum.
c1 9 luduld

Root Node (Ikuasin); [kuaiegndiuvu
goodull unudrsdnuvruznawnisnudodayal
naa

g
a

Entr01p¥ (1dunsad): msdanowliuduauzas
K

doyalulkua lasAsudunseldiuvasrdoyail
msuususnlad.

Information Gain (mlszlaua) nisdanisaa
launsadHsan:nuluuuuaunaoaohaaomnuuo
Jdayamuanuiu:. DesCisian Tres
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unh 6 msdwundaya (Classification & Regression)

6.6.1 dulldazulo ( Decision tree )

6.6.1 dulidadulo ( Decision tree )

Decision Tree (dulidadulo) Wussmsiinendadiuundayanilaseasioidudulininedodsznaudromsdaiulo
cmwarduzavdouls (conditions) luuSunvaomslsd Decision Tree luikiioodaya (Data Mining), imisuh Decision Tree v
(Hudorhnsksadwundoyaimasiumnoiuiksalasoasondouagludoya

Decision Tree luisiiosdoyadnpniislumisiukinoiuinorodouadludoyasualkni losiursrsseadsiuun
Ustinpmisnidio § muludaya 1du:

msmunemsdoausin: laslddoyamsdoua:ngdnssuzosanm
msdmunlsamonmisunnd: loslddoyamonisuwndiiarinnesngiosilsala
mshneanuidsslumsivasinsaa: laslddoyamslsiasinsdauazus:3amsais:isu

Decision Tree idslassulumsasuizuazdnsunadnsvaomsmusksadmundoyaldsre uazlkaswlsslalu
nszuoumsdadulo aglsicw, msld Decision Tree orodooRoIstudiyKIzoomIsudougodu KSaUykINGoUdUGIDEY
doslamiklanadansnliubusn
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unh 6 msdwundaya (Classification & Regression)

6.6.2 Support Vector Machine (SVM)

6.6.2 Support Vector Machine (SVM)

Support Vector Machin
e (SVM) 1Judanasivluiasugmacs
doyanlglunisdiuundioyanaznis

mute SVM  anfdundrysindaons SUPPURT
JundgayasanidunaursSaus:zinnci VECTUR

q lasnisasioiducuiioyanuiongu
ennunoeerEneeaotu MACHINE?

Kae q ud

WHAT IS A

[ nuY : https://datatron.com/what-is-a-support-vector-machine/ ]
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unh 6 msdwundaya (Classification & Regression)

6.6.2 Support Vector Machine (SVM)

6.6.2 Support Vector Machine (SVM)

Support Vector Machine (SVM) 1Judanesiuluiisugsaasdoyantdlunissiuun
Joyauazmsmng SVM anldunldymindeomissiuundoyasanilunguksous:innd q lasms
asridumudayanuusnguoanoiniiulumoidaonicasluiunksary q id.

Support vector machine (SVM) 10udanasiumsiSsudvooindaous:inn supervised
learning  AlddakSudnykinisdunds:zinn (classification) ua:dykimskisinoiwnanow
(regression) SVM nvulasmsasioidunuss:rironarad q ludoeya 1dunusdidsnsn
hyperplane ua:oana&lna hyperplane vinigaisensa support vectors

luaavaviiioodaya (data city) dayaliusnuukimauazinoiwdudougs SVM Jodukiio
ludanosiumisidsuivovinsoonlasuaowisuuinngadikSudysimsys:uoanadoyasuralsng
1iav01n SVM iiaswawnsnlumsidsudauauidndudaugosdoyaldodrosoaiSonaziius:ansnin
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unh 6 msdwundaya (Classification & Regression)

6.6.3 msnanasladadin (Logistic regression) (dio..)

6.6.3 msnanoauladadin (Logistic regression)

misnanasladadin (Logistic regression) 1Wuinatianmisdnsizkdoyaidony (Multiple
regression) _ al&iNaus:nusinoiuirozilugaomsiiaisamisnikiodu lasisanmisniduoziiing
dgovamuziiitiu 1u taksaliiiia 1@voKseluidss 1Wudu

nmisnanasladadniduinaianldsuasivisvasrovinluniuikiiosdoya 1lavso1naivisn
Uszandldnuldgkimsdruunds:inn (Classification) lakainsais 13u

msdmunus:zinnanmaroziduanmniduusliivo:godusmnsali
msawmunus:innlsasndulsasisusousali
msdunuszinndanawsnduaudursali
misdmunds:zinnidulsdsiinonwinsaiiondalu

msnanasladadnrioulasasivaumsidoidu (Linear equation) duw doaumsiiawisn

asunEndNdUnNusSs:kIwdoudsony (Dependent variable) #ofadoudsndaomisiiune uazdad
udsaas: (Independent variable) #oAadoudsnldlumsine
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unh 6 msdwundaya (Classification & Regression)

6.6.3 msnanasladadin (Logistic regression) (dio..)

anuvruzdinyuoy Logistic Regression lulkiiovdoya:

misduundoya (Classification): Logistic Regression nanuwnldlusiudruundoya, 1du ms
mumemsgadum (1 KSa 0), msdrmunsuaasvavdoya, KSamissunasuuro:du

misiungauio:lu (Probability): Logistic Regression aamsal&sinowirozidugeaaisamsnilu
sUnuuzgadmis:kow 0 fiv 1

Jr1gdanisasuie: Logistic Regression 1Wudanosivisigdomsasuisuazmasudnto, insiznadws
gmsudasilunsiuuiro:idunagludoos:kdw 0 iy 1

JSuudoduaau: axnsadsuudomsmmnsladosmsiivkdoaadoudsignitniuluioa
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6.6.4 Naive Bayes

6.6.4 Naive Bayes

Wuoanasnu
noandnidlunissinunus:inn
Joya lauWugiu Naive Baye
s Bnouinisundy Bayes' Th
eorem Wwarhugawuo:du
voonmstduauidnlundukse
dsztnndio o Juagnudnuius
yoodoyan(kun.

unh 6 msdwundaya (Classification & Regression) ssukioviioya (Data Mining)

Naive Bayes

In machine learning, naive Bayes classifiers are a family of simple "probabilistic classifiers" based on applying Bayes' theorem
with strong (naive) independence assumptions between the features.

Naive bayes classifier

P(B|A) P(A) -
P(B)

using Bayesian probability terminology, the above equation can be written as

P(A|B) =

prior x likelihood
evidence

Posterior =
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unh 6 msdwundaya (Classification & Regression)

6.6.4 Naive Bayes

6.6.4 Naive Bayes

Naive Bayes iJudanosiumiavananinonihwnidlumsnukiioodoya (Data Mining) uaznis
dmundoua. Gudoudmsmmemsidandsagroniddheniniu (supervised learning) [Uousionisdmunkso
misns:owdoyanliithenmiiu (unsupervised learning).

anuruzainiryvad Naive Bayes lumsrhinkiiavdaya:
Jredomsiing: Naive Bayes 10udanasivndisdomsiunsuazinisioiuniso.

| |
ol amll —

Fowldnudoyaiiidge: Naive Bayes axnsnlsnudoyaniiodaclasnliidesldnsweinssiusrumnning.
GUszansmwaolununiidoudsdasuun: moulddludeyaniisiusudoresroliosuaziidoudsuin.

muguazsmunlélunivluus: Naive Bayes Unpniwnidlumisiinenmoluung, 1du mssmunoan
Faans), msasdodaudonduaudu, kSamsdsmunaglundu A kso B.
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unh 6 msdwundaya (Classification & Regression)

6.6.4 Naive Bayes

6.6.4 Naive Bayes

douus:naukanyoy Naive Bayes Us:znauludoe:

Naive Bayes l#aswwirozluiiariinemssmundoyailundurssadszinniuandionu. Aoz
Wunnshuowlasld Bayes' Theorem #oildouusznoukdn q fia aswurozidusoonguindoomsdiuun (class) iisuivanuruzvoo
doya.

gasnandnidlumssiusunsiuirozilugasisgmsai A lasnsiuanuurozduges B uazaswuirozduges
B insunu A

lawn:

- ( P(AIB) ) fiaaswuro:1luzos A 1lansiu B.
- ( P(BJA) ) fionowuroziduvas B iilonsiu A.
- ( P(A) ) sionouunoziluvay A.

- ( P(B) ) fianouurozduysay B.
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unh 6 msdwundaya (Classification & Regression)

6.6.4 Naive Bayes

6.6.4 Naive Bayes

douus:noukanvoy Naive Bayes Us:noauludow:

Naive Bayes riimisiiuadssmsmauudsiuniSensa "Naive" Kso "dudau
Uoa" Ancwuroziduvooudazanuu: (features) aldlumssmun anavudsndudas:=danu.

anuruzgoodoyanislunisdmun i Naive Bayes auudsnludas:donu.

lumisdwun, Naive Bayes siwusrunsiuuiro:ilugasudazngucnudnutuzgasdoya uad
1dannauniinowuotidugvaadushicau

Naive Bayes lasudasi "Naive" 1ldevonibauvudsiuililafafionoudunuss:nsrvanuiu:
(features) domlEmssiusunniuirozidudisuaziss. foulsrauvdsiudozliaaandasnuurvaniunisni
25v q ud Naive Bayes doiius:ansmiwdlumsdrnundayalusarzaniumisni
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unh 6 msdwundaya (Classification & Regression)

6.6.4 Naive Bayes (cio..)

doodromsuin Naive Bayes [Ul§ 13u

misdruunds:zinnani Sumooaulationrold Naive Bayes lwamuunds LNNaNM310: lﬂuanmﬁl‘j
uusliivo:Fogusnsoli lasmorsnnoindoyadioq sasani 18u 01 1wst Aog Usz3amsdo 1Judu

misdmunys:innlsa [sowsiviaaols Naive Bayes tWadmunus:zinnlsasndulsadruusonsalu
lasRorstunondoyadiog vooUos 1du 91ms Uszdamomsunnd Wudu

msdunus:inndanaiu AlKuSmsdiwaaold Naive Bayes inadruunus:inndoansiusnduaudu
kol lasRoisturoniiiomzasdionsiw 1udiu

misdwunus:innijulsd Alkusmsiumiorold Naive Bayes tdadmunUszinnisulsdsiinoiu
undodonsol lasAorsnnoymiborizasi5ulsd 1udu

lasasu Naive Bayes 1luinalinmisissudzooinsooniius:ansningouazawisnus:gndldnudgm
msdwunUs:innldkankaie ootﬂumnunnunmummg'lumumuaouaua
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unh 6 msdwundaya (Classification & Regression)

6.6.5 K-nearest neighbors

6.6.5 K-nearest neighbors lumsnuiiosdoya

New example
to classify Class A

K-nearest neighbors (KNN) 1duinatianis Class B
1Suudvooinsoous:inn supervised learning fldaKsu '
Jdrysamisdrnunds:inn (classification) lasmoisnunoin
doayalndifivonaa (nearest neighbors)

KNN rwulassiusidoyalndifisonganudona
ndoomsinediuou K da ontudolkdayaikardulkoasn
doyandoomsminsnosoglunaralanaranio

1 K Wudorkuasdidoomsiumdoyalndifias
ngadiuouirinla lassr K Agooslkaswardnyiivdoyanod
Inasonluvindu lusruzis K Ado:liacwarigiuvdayan
aglndwwndu
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unh 6 msdwundaya (Classification & Regression)

6.6.5 K-nearest neighbors

6.6.5 K-nearest neighbors lumsnuiiosdoya

K-nearest neighbors (KNN) 1JuinaiinmisiS8gusvaoinsoous:zinn supervised learning nl3
d@msSudysaimsonunds:zinn (classification) [oawmsmwmuaua'lnamuanao (nearest neighbors)

KNN rwulossiumidsyalndifisonaanudoyandoomsiinasiuou K dd owntdudslkdoyaisariiu
[koasrdonaidoomsinandsadlunaralanaranis

s K 1udoikuadideomssiumdoyalndifisongasiuouimila lassh K ngoo:linowasiyiivioya
Reglnasonlundu lusruzish K Ado:lkanwamsaniuvdayanoedindidwwnnsu

anuvruzdringgod K-NN lumisiukiioodoya:
Jrwdomsiing: K-NN 10udanasivisredemsinsuazlidoomsmisindsonii.
Fowlanudoyaiiindas: K-NN aansaldnudoyaniiidaclasnlidasldnsweinssiusrunnine.
lidoonmismsasdioluiaa: K-NN liidioonmissuceumsinuazasioluiaa tuldoyalasasolumsniune.
mislEazuuuwdunio: luvonsi, K-NN aawnsalia:zuuuiduniouvudaou.
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unh 6 msdwundaya (Classification & Regression)

6.6.5 K-nearest neighbors

https://www.ibm.com/topics/knn

lasonsuoziRusiidodoyadiioonisiliigsr 1Wudayandula 1s139a90q31lus:u:lng q idoyalasgtnoiioq
srdonsraulolndifivonuioyagalkuniniga vonsuoziusroins:u:lusadiisvo:iidildaoinnst dollus:uudsilisraou
Wudides wais laddniunsio q Nuudssuid DIGI o:winnauludidrds K-Nearest Neighbors lKuinguiuasu
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unh 6 msdwundaya (Classification & Regression)

6.6.5 K-nearest neighbors

Kanmsnivugav K Nearest Neighbor Algorithm

kanmsmviuvaodanasiiu K-Nearest Neighbors (KNN) fioamisdandursaduunus:inndeyalsiulasdedodoyanlnanganudoya

nadau wIamatmkdadmunUszinndayalkl danashuidativayumsiSvusidons:uoums (instance-based learning) doliiiiducoumsissusi
dudou udo:lddayaniioginodazdulolumsdanduksadiuunds:inndoayalkii lassannisioiuvas KNN awnsnasdladoi:

1dons1 K: 1sidoomikuash K ndaoms do1ludusuvesdoyaninanganozldlumsdadulo s K diinadonsiugndosuazasuainsalums
mugzoslulaa

siusrus:azmo: luns:uoums KNN doulknjlds:ezmosnaidsu (Euclidean distance) idosihustus:ozmos:zx3rodoyanaaauiudoyalu
gadoyamsindu stazmoiiozdancuadrgndsvadnmuanids:kiwdaya

Kdoyanlnanga: Kdvonsusmus:uzNvs:KkIwIayanagaunudoyalugadoyamsindu isrozidondona K stemisiiiszgznmoliosnga

susruwalkoa: laisilddoya K srtemsilndngauds isro:tudiususivmslundazndukdous:inndoya uazmruangukdaus:inndoyavod
Jayanadsucnususunvinigalu K srzmisiu

T

Mmusraans: aamed 1s1o:ldndukdous:inndoyanlduroinduasurounsinilumsrinenadwsvosdoyanaaou

o S [ 4 3 -

nau ua:lksh K = 3 ( K desiildqdrusudioyanlnanaasrozqidiusulumsdaduidonndu dodoulknjozisnldidulasi )

kumnnigano:lasraeumudoyadu q musy
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unh 6 msdwundaya (Classification & Regression)

6.6.5 K-nearest neighbors

nu1 : https://digi.data.go.th/blog/what-is-k-nearest-neighbors/
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unh 6 msdwundaya (Classification & Regression)

6.6.6 Neural Networks (NN)

6.6.6 Neural Networks (NN) A simple neural network

Input hidden  output

Neural Networks (NN) ksalasodraus:zainiisu, 10u layer layer layer

insaviioniius:dnsningolumsinkioodona (data mining)
lazlawiznisdruundoyandonisweinsni. dfiouro55n Neural
Networks pniwniglumsniukiioodaya:

Neural Networks (NN) nSainSedrads:aaniizuidu
[ulaanmoaniamaasisrasonisiviugavs:uuls:aingoaouyudiu
nisUs:usawadoyaua:znisissus [asoasrovoo Neural
Networks Us:nouludaskarsdounnviusouniuinadiiiumscio
q dalUiifieodouUs:noukanvas Neural Networks:

https://en.wikipedia.org/wiki/Neural_network




unh 6 msdwundaya (Classification & Regression)

6.6.6 Neural Networks (NN)

Neural Networks (NN) A simple neural network

guindiSudayaoinmauan 13U NN, input hidden output
1dg9, Jono1u, KSadoyaniodolavdu q Foo:pnundldluluiaadinsumis layer layer layer
Us:tuoawa.

guiligniaiwsdomauan udn
kifiUs:usamadoyaoinduliidl uazdonaawsludosuiald. Neural
Networks awnsniikarsdudau (hidden layers) duagiiuasiwdudouvas
[asoasio
uikingniikualiivudazidoulss
(connection) s:k3wlkualudun i fulkualudui i+1. dkinignusulasu
{uduaoumsiln (training) WNalks:uvaisainenadawsigndos.
Wondunldluudazlkua
(node) e lkiimsiSsusuazUs:uoanald. Aonduidikinlknaawsnluiu
13o1du ik Neural Networks aansnduanuruzndudousavdoyald.

https://en.wikipedia.org/wiki/Neural_network




unh 6 msdwundaya (Classification & Regression)

6.6.6 Neural Networks (NN)

Neural Networks (NN) A simple neural network

Tunaailusihnonmimdlvlunasovzaotkiinua:s input hidden output

doyaiiilulkua GxinilkacwdakgulumsysuudomsiSsusvoos:uu.
layer layer layer

duiildnadnsgamaendsoinidoyaldsu
misUs:uoamaniunvdusou Laziinduingsdeonudykinnikua, 1Wu nasduun,
msmuy, KSamsundyKkinvatuasmaas.

Wonduildsanoiunarainiou
s:k31oWadansnldoins:uuna:nadnsnaosozla Hondudnnidlunszuounismisin
Neural Networks.

danasiunldlunisusushthsiinidoaasinarainiou
uaziiuUs:ansningads:uu laslino:lddodanasiuvidu Gradient Descent,
Adam, K82 RMSprop.
Neural Networks iinowwkawnsarwuaziinisusudsotnuidinducy
awdoomsvavudazou uddoulsznouinaraddoiduiugiundrsinglunisioiuzas
Neural Networks.

https://en.wikipedia.org/wiki/Neural_network




unh 6 msdwundaya (Classification & Regression) ssukioviioya (Data Mining)

6.7 msUs:andlgonuduliidazulo (Decision Tree)
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6.7.1 msoalassugayadiksunisoLUNLIAZNISHILNY
Jgoya

1) msmaowazonadaya (Data cleansing)-o:inuodoonumsys=uoanadoyallooduno:aundoaa
Joyanigosunou (noise) GosmsuszundlEdismsusuissudoyauuudo 9§ uasvamsiumsuiariell
yoodoyadoumsinusivaviayanuiaxisludoasivaviayanusinnuasngarksanmmsinudogsfiiua
Joyanidgoandgonaa 1Judu

2) aswnngoiliovgovdaya (Relevance analysis)—o:rihmisasoogoudoyaluanstodio o 310010
iNeottovksamBaunuuIntagineala BolasUnduavsadayad:HlanstiodnFisounu Gouu Wano:
KaNagYAWEFaUGINAD 1S1EWISIUSENGIEMSIIAS1sRanduWus (correlation analysis) INarh
MSCISodauUNIVandsl 2 wonsdodlay (1I3onNo1stuinasfuooltanstodoIntonsdoNokua) DAY
ikdounukauancionuuIntasReala doegrowu 1ansio Al ua: A2 NUndWKDauUAaUTIOUIND:
MRS INSIUFNUSIADSNOFovaullansiodaLonsiodKUIvooNNIECYILONSTINONMNISNOISTU
oInduls1v:=doorinmsidanuanstonuiaulo (Attribute subset selection) INeaaUSuiuons0oN
FooWo1stUN SuluBomsaansSweInsunssiuotuliazo10lJuMmsinuAINDNAO0UOIMISAUKINAANS
[tatalalefels




. unh 6 msdwundaya (Classification & Regression)

o./.1 misoalaSyudayadirsunmisounLaznMIsnugvoayalao)

3) mswasuudas/wWasusudayauaznisaadiusudona (Data transformation and reduction)-ioya
ndudunwcorolgovvovioyardarmuavioyanis:a:Kkiodaudiouin dodu 1s1o1oriimsidasundas/wWagusy
G0838ms normalization nosrhmsusulasuslutansoodkie o Reglugoonikua ofEu o0 -1.0 &o
1.0 430 %20 0.0 fiv 1.0 1Judu msUsulasubovvoodoyad:3oululSoouaonIsKIAdIuLaNIvSKI10Toa
Isanasacog (distance measure) uanoindumsiasuudas/wWasusldoyadgoauisnrladosdsns gen
eralization n#vo:MkToyalndIvazldaalosay doogosu uenstodnuouaniosielandusdidelto (
Avuosonudauanaldsulundazdou) o:awisnnnri generalize (Koglugoonludeltdoold a1fsu low, me
dium ua: high 1Judu dolundidu 18vawisnaaoiududoyandoommsnorsouiladosmsus:andlsinain
¢o 9 9 1NIBuU

wavelet transformation ua: principal component analysis soufioinauanisri binning, his
togram analysis ua: clustering 1Judu
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oranuisnnnrih generalize (oglugoonludettosld ofidu low, medium ua: high Judu

alau - 918N s1ela 1901y IouLdau ds=3a

2 40
3 90
4 24

- 01w | s10ld s | 15ude

1 910159
2 40 KUD

3 50 mslso
4 24 Wunvu

ooWna

910158
KUD
mslso

Wunoi1uoow
WNa

MEDIUM
HIGH

MEDIUM
MEDIUM

50000
/0000
30000

40000

30000
40000
10000
20000

30000

40000

10000

20000

40000
50000
20000
30000

ars

[Uo

T —

[Uo

Modis:

40000
50000
20000

30000

nald

ERN
Uaoane
Uaaane

1389

Modis:

fAalrd

ERN
Jaoaane
Jaoaane

ERGN

1 - 10000 Low

10001 - 50000 MEDIUM
50001 - 100000 High
100001 du Very High




6.7.2 mswsyulizuds:ansmnislumsduunuazmumedoya

lumswssuiizuds:ansdniwgasislumsdiuunuaziunedoya o=ninisus:andly
intufidocialul

1) aowandav (Accuracy)—o:ngagasnuaduainisngavrddduundayannn

aswiuno:awrsndrmundayanlitnewuioamnauldaswnndas laslumsia
aswnndovarous:iiiuladonmsldgadoyaniy q (KSaunnakivganld) Ausn
onygadayaisaus (training dataset)

2) a211So (Speed)—oziigadavnudainidlumissiusrunsludousaonisasiodo
duundayauazmsdswun/musdona (1varlumsissus + 19anagdov)




6.7.2 mswssutizuds:andnmini3slunisdinunuazmumedoya
(do)

3) aownumu (Robustness)—o:ngagavnunouainisndarddduunkssadonusdaya
noziimsmwnsldagronndavsoindeyadoduniidosunouksaiimsnamsllvoodona

4) anwiakgudausuiudaya (Scalability)—ozinsadosiuaswawnsalumsasiodo
dmundayaksadomusdoyaldedivius=ansnimiidoididoyandoonorisundudsuiruuin

5) aswawsalumsidilo (Interpretability)—inssilioonus:auaswansanozgnidalolu
dodmunksamumsdayacinflsoiu




acwdakdudausuudonya (Scalability)-ominsodaviiuaswansnlumsaswdodmundayanso
dormunedayaldagviius:andmmnidoiidoyandoonorstundudsuiruuin

910158 MEDIUM 30000 40000 an 1duo
2 40 KUd HIGH 40000 50000 liis Jaaany
3 50 mslso MEDIUM 10000 20000 liid Jaoaiy
4 24 Wiinou MEDIUM 20000 30000  swds: EED

oonWla






. uni 6 msdwundioya (Classification & Regression)

3) aownunu (Robustness)—-o:1hgsdavfiunduaInIsnyaddrdtunkiadoniung

dayano:imsmunsldegiogndasoindoyadoduniidosunouksoiimsviamslivod

Joua

Aau - oW | s1ld swse | Buideu w Aaa

dsuKkUoavdoya (Data Mining)

1 910158 MEDIUM 30000 40000 asn BN

2 40 KU HIGH 40000 50000  IUg Uaaaris |

3 50 nslso MEDIUM 10000 20000 ug Jaoang i

4 24 aanoww  MEDIUM 20000 30000  Mods: ERN |
oW i

5 Ninow  MEDIUM 20000 30000  Mods: ERR |
[s001U i

100000 res |

e ———————— -
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3) aownumu (Robustness)—o:ingoidoonuaoiuaisndovdaduunksadomuiadoyano:i

uni 6 msdwundioya (Classification & Regression)

dsuKkUoavdoya (Data Mining)

mshualdagronndavoindoyadodundaosunoursaimsuiamsllvecdoya

Aau - oW | s1ld swse | Buideu m Aaa

1 910158 MEDIUM 30000 40000 ai 1389

2 40 HUD HIGH 40000 50000  ug § Uasari §

3 50 nslso MEDIUM 10000 20000  Tud . Uaeons |

4 24 NINOW  MEDIUM 20000 30000  Mmodis: | iEeo §
DoWnWd | i

5 77 Ninow  MEDIUM 20000 30000  Awdis: | e |
[soou | i

100000 K i

e ———————— -
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unh 6 msdwundaya (Classification & Regression)

6.7.3 msiassudayaus:andldou duliidadulo (Decision Tree) lumwilwsau

doodrodoluiiudumsasvdoyanaaoudrinsumsls Decision Tree lumisiwns Churn (mis
anav) vavanm lasidauanvuzkarsus:msnawisniinadanisdadulovavsanmlunisidonnozanas
kSaliianaslumslgdusms Ksadusm las Churn Gnoniswsranmnadmslusmsksadusm

B -l [

doodwdonyannnasivinuanuuzaod:

Bl [ |

‘a1g"; J1gvavanmngndumoinmsdudoiasiuzos 18-64 .

"IN InsiavanmMNanduundusenksanyo. “ LecO6_DT_Gen_dataset.py
's1ld”; srwldvevansmnanduundu 'tos' Ko ‘N’

'msfinn" s:c‘iumsi'muwaoqnﬁm’qnaiumlﬂu 'UsStynyhas', 'Isan’, Ko 'Usrymyln'.
'msmod’; amuzmsiviugovanimngnduuidu ‘o’ ke o’

'‘Churn’: suthsmnengnduudouaassianmanar (18°) ssaluanas ().
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unh 6 msdwundaya (Classification & Regression)

6.7.3 msiassudayaus:andldou duliidadulo (Decision Tree) lumwilwsau

import pandas as pd m LecO6_DT_Gen_dataset.py

import numpy as np
np.random.seed(42)
kavonaswdonya, My df.to_excel('decision_
data = { tree_dataset.xlsx', index=False) pnl3unaduiin
‘219" np.random.randint(18, 65, size=1000), DataFrame aolulWa Excel fAda decision_tree
_dataset.xlsx laslisow index aslu urlulzidu
doyalumsilnua:naaou Decision Tree dwsu
msriung Churn vavanm

‘s’ np.random.choice(['5#¢', 'Kngo'], size=1000),
's19ld™ np.random.choice(['lia®’, 'vIn’], size=1000),
'misfinn”: np.random.choice(['Ustynuias’, ‘saw’, "'Ustyryrln'l, size=1000),
'misni0u”: np.random.choice(['ro1u’, liro1u'], size=1000),
'Churn”: np.random.choice(['13", 'lu'], p=[0.2, 0.8], size=1000)
}
df = pd.DataFrame(data)

dfto_excel('decision_tree_datasetO1.xlsx’, index=False)
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uni 6 msdwundioya (Classification & Regression)

F
Churmn

EU T3l
wa e
EU T3l
EU T3l
EU T3l
EU T3l
wa e
EU T3l
wae
wWa el
wWa el
wWa el
wWa el
wWa el
wWa el
wWa el
wWa el
wWa el
FU T3l
EU T3l
EU T3l
wa e
EU T3l
EU T3l
EU T3l
wa e
wa e
wa e
wa e
EU T3l
EU T3l
EU T3l
EU T3l
wa e
wa e
wa e
EU T3l

%

%

%

%

%

%

%

%

%

%

(] E
| rrsdnasn [nasvi-a il
EVEfa BT "Laiwia e
Seuswras  win-anae
Seusw 1T "Laivinanie
EVEfa BT "Laiwia e
EVEfa BT "Laiwia e
Sewsw T wiv-anae
Sewsw T wiv-anae
Seusw 1T "Laivinanie
lFsusu T "Laiviva e
Seusureas  "Laivinanie
Sewsw T wiv-anae
EVEfa BT "Laiwia e
EVEfa BT wiva e
Seusureas  "Laivinanie
EVEfa BT "Laiwia e
EVEfa BT "Laiwia e
Sewsw T wiv-anae
EVEfa BT wiva e
lSsusu@s  "Laiwvivanue
Sewsw T wiv-anae
Seusw 1T "Laivinanie
Seuswras  win-anae
Sewsw T wiv-anae
Sewsw T wiv-anae
Seusureas  "Laivinanie
Sewsw T wiv-anae
Seuswras  win-anae
Seusureas  "Laivinanie
EVEF BT "Laiwia e
EVEfa BT "Laiwia e
Seusw 1T "Laivinanie
Sewsw T wiv-anae
Seuswras  win-anae
Sewsw T wiv-anae
Seuswras  win-anae
Seuswras  win-anae
Seusw 1T "Laivinanie

=y ) o = ]

T
"Lai
"Lai
"Lai
"Lai
"Lai
"Lai
"Lai
"Lai
"Lai
T
"Lai
"Lai
"Lai
"Lai
T
T
"Lai
T
"Lai
"Lai
T
"Lai
"Lai
"Lai
"Lai
"Lai
T
"Lai
"Lai
"Lai
"Lai
"Lai
"Lai
"Lai
"Lai
"Lai

dsuKkUoavdoya (Data Mining)

6.7.3 msiassudayaus:andldou duliidadulo (Decision Tree) lumwilwsau

m LecO6_DT_Gen_dataset.py

kavonaswdoya, Mdo df.to_excel(decision_tree
_dataset.xlsx’, index=False) nnlgidaGuiin DataFr
ame aolulWa Excel ndo decision_tree_dataset.xl
sx lasluisou index asluU. ihlulgidudayalumsidlnua:
nadau Decision Tree a&wsumisrinung Churn vao
an.
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uni 6 msdwundioya (Classification & Regression) 5s1Kbasdoya (Data Mining)

6.7.3 msiassudayaus:andldou duliidadulo (Decision Tree) lumwilwsau

msus:gnalBsdulidoaulotngninuill oot

v1undaonisnisdaduloksSanisdiuun 21w s s1wld msdodum

KUKy doagroiio:lE lunis 28 wa vow  lido
o . 45 Kgv» wINn o)
asdulidaguloua:Us:andldou 33 z1w N 3o

22 krgo Uow  liige
36 @ uIn 8
50 krgo wvwn lide
28 ®wu liaw ]

auudsitsiddoyadoogiotnesiunis
dadulovovanmno:donsaliidodusm lauil

doyadoodrodozinoduld "o19", "Iwa",

OCooNOOTOMNWNMNERO

N . 40 Kgo WUIN o)
"s19ld”, ua: "msgodum” (Churn) ouan 32 sw Uow ludo
. ~ X 55 Kgo N o)

Jranmdonsaliizo
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unh 6 msdwundaya (Classification & Regression)

6.7.4 msus:andldowu duliidazulo (Decision Tree) lumwlnsou

import pandas as pd LecO6_Decision_Tree_ChurnQO1.py

from sklearn.model_selection import train_test_split
from sklearn.tree import DecisionTreeClassifier

from sklearn.metrics import accuracy_score, classification_report,
confusion_matrix

from sklearn import preprocessing

L= —
L] J gy

kUIBLKA : [Wado:0nokua 4 doufio partOl - partO4
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unh 6 msdwundaya (Classification & Regression)

6.7.4 msus:andldowu duliidazulo (Decision Tree) lumwlnsou

import pandas as pd LecO6_Decision_Tree_ChurnO1.py
import numpy as np

from sklearn.model_selection import train_test_split

from sklearn.tree import DecisionTreeClassifier

from sklearn.preprocessing import LabelEncoder

df = pd.read_excel('decision_tree_datasetO1.xlsx’)
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unh 6 msdwundaya (Classification & Regression)

6.7.4 msus:andldowu duliidazulo (Decision Tree) lumwlnsou

m LecO6_Decision_Tree_ChurnO1l.py

for col in ['mst, 's28ld", 'misfinu’, "'misriod’, '‘Churn'l;
le = LabelEncoder()
df[col] = le.fit_transform(df[col])

label_encoders|col] = le

label_encoders = {}

X = df.drop(‘Churn’, axis=1)
y = df['Churn’]

X_train, X_test, y_train, y_test = train_test_split(X, y, test_size=0.2, random_state=42)
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. uni 6 msdwundioya (Classification & Regression)

6.7.4 msus:andldowu duliidazulo (Decision Tree) lumwlnsou

as1ouas m Lec06_Decision_Tree_ChurnO1.py
model = DecisionTreeClassifier(max_depth=5, random_state=42)

model.fit(X_train, y_train)

unseen_data = pd.DataFrame([
{'219" 30, a'wst": '51#’, 's19ld™ 'uan', 'msfinn’: "'Ustyryras’, "'misiiu’ ‘o’
{'21g" 50, st "Krgy’, 'swld” 'Tow’, 'msfinu’; "Usaw’, 'msrivu’; Turoul,

{91y 40, st '51e’, 's1wld" "Uoe’, 'msfinu: 'Usryryuiln', 'msioiu’; ‘o’

for col in ['mst', 'seld", 'misfinu’, "misriou’];

unseen_datalcol] = label_encoders[coll.transform(unseen_datalcol])
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. uni 6 msdwundioya (Classification & Regression)

6.7.4 msus:andldowu duliidazulo (Decision Tree) lumwlnsou

_ # MuYwe LecO6_Decision_Tree_ChurnO1.py
unseen_predictions = model.predict(unseen_data)

ISnauvidudanniu

unseen_data['Churn’] = label_encoders['Churn’l.inverse_transform(unseen_predictions)

- HAQURNAANS PROBLEMS ~ OUTPUT  DEBUG CONSOLE  TERMINAL

p"nt(unseen_data) PS5 C:\AppServiwww'\siam2dev net\E Learning\DataMining\DM Projects» & C:/Users
ec86 DT Decision tree Churn.py
ang A 5ElA M3 mM3¥nay Churn
& 38 & 1 & g
1 =t 1 g 2 1 Yai
2 48 & 8 1 g i
PS C:\AppServiwww\siam2dev net\E Learning\DataMining\DM Projects» |:|
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A B C D E F

oM LAF | suled | N1sANEN | ASYNIU Churn
56 24y N A Taivineu Taf
46 Wy o U Wau Tat
32 w4 N Usauanlu Laivinau Tat
60 w4 A FIHE Laivinau Tt
25 9y 1N NHIE laivineu L
38 2y Tty Usauanlu ki1t i
56 2611 o Usauanlu Wau Tt
36 247w Tty Usauanlu laivinau Tat
40 @y o Usauanlu laivinau Tat

unseen_data = pd.DataFrame(]

‘anet: 30, "wA': ‘e’, 's1eld’: ‘unat, 'Aans@ndn’: "Sauana3’, 'alsvineonu': tviheu'l,
'‘aneElt: 50, "wA': "wde', 'shele’: "daa', 'AsAAmn’: NG "Asvinout s ldviheou' },
‘ANt 40, "wa': "', 'seldt: "daa', 'AsAama’: "saanin', ‘Aasvienu’: 'viheu'l,
‘Al s 22, wAa': "1e’, 's1eldt: ‘unat, 'Aans@Aamn’: 'dsan’, 'Asvinenu: vihou!

1)
PROBLEMS  OUTPUT  DEBUG CONSOLE  TERMINAL  PORTS

PS D:\Data Mining Project> & C:/Users/ASUS/AppData/Loca
g wwa seld msdmn  msvynou churn

30 0 e i

50 2 1 1

40 1 o ld

2 @ 1 2 0 i

PS D:\Data Mining Project> I




unh 6 msdwundaya (Classification & Regression)

6.7.4 msus:andldowu duliidazulo (Decision Tree) lumwlnsou

import pandas as pd Lec06_DT_ChurnO1.py
from sklearn.model_selection import train_test_split

from sklearn.tree import DecisionTreeClassifier

from sklearn.metrics import accuracy_score, classification_report,
confusion_matrix

from sklearn import preprocessing

—
—

kUIBLKA : [Wado:0nokua 4 doufio partOl - partO4
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import pandas as pd
from sklearn.model_selection import train_test_split
from sklearn.tree import DecisionTreeClassifier
from sklearn.compose import ColumnTransformer
from sklearn.preprocessing import OneHotEncoder
from sklearn.pipeline import Pipeline
df = pd.read_excel('decision_tree_dataset01.xlsx’)
X = df.drop(‘Churn’, axis=1) LecO6_DT_Churn02.py
y = df['Churn’]
cat_cols = ['mst’, "sr8ld’, 'msfinur’, 'misriou’]
num_cols = ['918']
preprocess = ColumnTransformer(
transformers=[
(‘cat’, OneHotEncoder(handle_unknown=‘ignore’), cat_cols),
(‘num’, ‘passthrough’, num_cols)




model = DecisionTreeClassifier(max_depth=5, random_state=42, class_w
eight='balanced’)
pipe = Pipeline(steps=[('preprocess’, preprocess),
(‘model’, model)])

X_train, X_test, y_train, y_test = train_test_split(X, y, test_size=0.2, rando
m_state=42)
pipe.fit(X_train, y_train) m Lec06_DT_Churn02.py
unseen_data = pd.DataFrame(][

{'218" 30, st ', "srwld 'wn’, ‘'msfinn”: "sew’, 'msiou’; ik,

{'21g" 50, "wast" "Krgv', "s1wld" "taw', "'msfinu”: "Usaw'’, ‘'msriwu’: T,

{'o18" 22, st "K', "s1wld" 'uan’, 'msfinu’: 'Usyryrln', "'msiou’; ‘lurou’

)

pred = plpe.predICt(unseen_data) PS D:\Data_Mining_.‘Pr-ojegtb & C: /Users/ASUS/AppDatafLocal /Microsoft
unseen_data['Churn’] = pred o S e e
print(unseen_data) ; 50 ww  an dimen Livnou L

22 s ina ibagmty livnew 14
PS5 D:\Data Mining Project>» I

PROBLEMS QUTPUT DEBUG COMSOLE TERMIMAL PORTS




unh 6 msdwundaya (Classification & Regression)

6.7.4 msus:andldowu duliidazulo (Decision Tree) lumwlnsou

LecO6_DT_ChurnO1.py

‘01" [25, 35, 22, 30, 21, 45, 32, 28, 50, 40],
NS [8', 'Kyo', '819’, 'Ky, ‘018, 'Kigd', '8’, 'Kige’, 'e’, ‘'Kige’],
'srold™ ['Gag', 'wan', 'un', "Uag', 'un’, 'un', "Uad’, 'un', "Uad', "'un'],
'ms#aaum”: [luda’, '89', 'do', lidga’, 'do', ida', 'ga’, ‘8o’ ido", 'da']
}
df = pd.DataFrame(data)

le = preprocessing.LabelEncoder()
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unh 6 msdwundaya (Classification & Regression)

6.7.4 msus:andldowu duliidazulo (Decision Tree) lumwlnsou

df['imsi'] = le.fit_transform(df['imsi‘]) Lec06_DT_ChurnO1.py

df['srala’] = lefit_transform(df['s ola’])

df'misFadusir’] = le.fit_transform(df['mssozausa’])

X = df[['oe’, "nst', 's18ld]]

y = df'misgodusin’]

X_train, X_test, y_train, y_test = train_test_split(X, y, test_size=0.2, random_state=42)

tree_model = DecisionTreeClassifier(random_state=42)

tree_model.fit(X_train, y_train)
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unh 6 msdwundaya (Classification & Regression)

6.7.4 msus:andldowu duliidazulo (Decision Tree) lumwlnsou

PartO4 : LecO6_DT_ChurnO1.py

y_pred = tree_model.predict(X_test)

accuracy = accuracy_score(y_test, y_pred)
conf_matrix = confusion_matrix(y_test, y_pred)

class_report = classification_report(y_test, y_pred)
print(f’Accuracy: {accuracy}')

print(f’Confusion Matrix:\\n{conf_matrix}’)

print(f'Classification Report:\n{class_report})
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uni 6 msdwundioya (Classification & Regression) 5s1Kbasdoya (Data Mining)

6.7.4 msuUs=analEou duliidadulo (Decision Tree) lumwilwsau

S1AS1-KHAaWE n1sat§.s.1:ma§wfmnmsnnaaufumacluluuoau'lan;!mlo
udaavijanuruzaol:
PROBLEMS QUTPUT DEBUG COMSOLE TERMIMAL PORTS SER 1- Accuracy: 1-0 (Hga 100%)
PS C:\AppServiwa\Python DataMining» & C:/Users/User/AppData/ - ACCUI'aCY ﬁaéa&iﬁI.IUONTISﬁ'Iu18ﬁqnﬁaoﬁ0HUOda
Accuracy: 1.8 ° = °
Confusion Matreix: J1usuNvKUATaIMSHINY
b - lunsnid, Tuwioamwsenniiokua, sih accuracy v 1.0
Classification R t: &
S mnpr-zsg;inn recall fl-score support KSO 100%

o 1e0 160 10 . 2. Confusion Matrix: .

. e Lee 1.9 ! - Dgu1a 2x2 uaavmsdNuunnmngnnuazMuIgHa
accuracy 1.0 2 - Gdo1as 1 agluurion (1, 1) ua: (2, 2) uaav31nv 2 nsii
macro avg 1.08 1.e08 1.e8 ; -~ v

weighted avg 1.00 1.00 1.08 2 noKuannNMUENNGaY

PS C:\AppServiwwwhPython DataMining: I
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uni 6 msdwundioya (Classification & Regression) 5s1Kbasdoya (Data Mining)

6.7.4 msuUs:anGigou duliidadulo (Decision Tree) lumwilwsau

ANASIBENAANS 3. Classification Report:
- Precision: fiadadouyav True Positive (TP) cia (TP + F
0BLEMS OUTPUT  DEBUG CONSOLE  TERMINAL  PORTS  SER alse POSitive (FP»
PS C:\AppServ\www\Python DataMining> & C:/Users/User/AppData/ - Recau (SenSitiVitY) ﬁaéﬂéauua\) TP Cia (TP + False

Accuracy: 1.8

Confusion Matrix: Negative (FN))
B - F1-Score: iusinadwsit precision ua: recall visauiiu
o e on recall flscore  support - Support; ﬁa:huouu?ac'ioatho'luucia:nma
o 100 100  1e0 . - Macro Avg: Aasiladgyav precision, recall, ua: Fl-sc
1 Le  Lle 1.0 - ore Ashusrulaslishiiodosuravooudaznara
amy e B - Weighted Avg: fiesinadgves precision, recall, na: F1
weighted avg 100 1.0  1.00 2 -score nsmustulassriiofiosunavasudaznara
PS C:\AppServ\uai\Python Datatining> ] lunsid, waawsnokuamliiiusiluicainenn

s1wmsgndoonokua, dodowalk accuracy 1lu 1.0 KSa 100
%. agwlsiicny, aoss:as=oidodns1zinaansi, lasms
asoodaudayanadavuazs:ivdyma overfitting
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uni 6 msdwundioya (Classification & Regression) 5s1Kbasdoya (Data Mining)

6.7.4 msuUs:anGigou duliidadulo (Decision Tree) lumwilwsau

S19S1:KNadNS fun1onquij, waawsnladnaowubudndu
sUuuu (accuracy 1du 1.0) uazs precision, rec

oY o pmer R all, ua: F1-score ngoga (Noluudazaaia) oziidon
PS C:\AppServiwww\Python DataMining» & C:/Users/User/AppData/ - " . . "
ISund1 “overfitting
[[1 @]
E‘Eg_riilﬁ]:iratinn Report: TN A - o - |
| ) pr-esi_r.ic.m recall fl-score support OVE I'f'ltt'lng I“QUUI” a[U lOan'I U'Iﬂllauuan
o 1w e 1w {8lumsiln (training data) lagndaoriuludovsunlu
. awsnrinedoyanaaou (test data) ladmiu. lu
e A T : nsnin accuracy Wu 1.0 vudayanadauy, iinou
PS C:\AppServiwa\Python DataMining» I Ia dv ﬁ[lJ 1Q a‘[C‘iI‘i mnis 51 uun ija IJ“ a ﬁ‘lalu ns ﬂ n‘[C‘iﬁ l.ﬁ UIU

(overfit) uazoroliawsnrmwnsdoyanlitneiiuw
nioula
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uni 6 msdwundioya (Classification & Regression) 5s1Kbasdoya (Data Mining)

6.7.4 msuUs:anGigou duliidadulo (Decision Tree) lumwilwsau

S1nS1:KNaaNS nmisUavonu overfitting ilka 1835, u1935n
ansnaaomlasouiiv:

RIS S 1. n1sl8doyanaaouugnoonnlududoumsan: 13

ccuracy: 10 doyanagounlineiiluguacoumsilnidasa

[z el Us:ansnmiwvosluloa

e ecioion  recall fi-score  support 2. msld Cross-Validation: ldinaiin cross-valida

o 1o 1 100 : tion wlalkmsSaus:ansmmniiaswninisunu.

o 3. msaandwdudauvosluina: aadusuzes featu

e s R B N re KSoaandwdudauvosluiaa

PS. C:\AppServwsni\Python Datatining> msnaaovdsudoyanadouilitasifum

niounaznisld cross-validation 1Wu38igogaa
A2WLa8901n overfitting
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PS C:\AppServiwwwh\siam2dev net\E_Learning\DataMining‘DM Projects> &

_Learning/DataMining/DM Projects/Lec8t DT Churn@2.py
Accuracy: 8.68

Confusion Matrix:
[[ 12 32]

[ - - H B G -l | 4 :
Cla uaawsuaomsnoaau[uma Decision Tree I'IF!NIOSUIIEICIOS'IH&:IOUOOOU:

Accuracy: 0.68

acwuugiwasluiaan 68% Kneanuslulaariinewanndes 68% vovdoyanvkua udlunsnindoyaliiauqa
(Gnowuandivlusiusudragivvaoudaznaid) sh accuracy a1olilddods
luoa
=3 Confusion Matrix:
[12 32]: 210 44 daedlunara O (i Churn), luiaarinsgndes 12 asouazmwsfadusara 1 51usu 32
ASY
[32 124]: oan 156 doogrwlunara 1 (Churn), luioarnsgndos 124 ascuaziwnsnaidunara 0 1usu 3
2 aSv

andnaalumsus:iiiuds:ansninga

Confusion Matrix dusuanailuiaaidysilumsiinenara O (i Churn) uazina:iuneidu
aard 1 (Churn) uinnon



unh 6 msdwundaya (Classification & Regression) ssukioviioya (Data Mining)

6.7.5 msus:gndldow duliidazulo (Decision Tree) lumwlnsou

Goohomsussgndliow decision tree PO

d14Su wiinouFuidovovsurnisdoonmis

Aoziims3iasiRdoyaiRonommsinu mmm-mlmlm

Jinisiduluasokis q Gasolkudion Usynas mow  Jasare

Jasansuazasolkutoninondss 35 o UaBy Wiipw | A

. 22 uIN Ustyryiln o ludasans

luansiodl iidoyainsonuaiy, siela, 2‘: Uoy Usyapas lurowu I'}'aa“ﬁj'

nI1sfinul, nN1sn1vIU, ua:niIsnévyav tn _ogy mo Udaoans
_ " e e 45 uIN UStynyiln o Jaoaiiy

Wwlinou. dJaya "msnén” Wudoudsnisi 32 liow Geou lirow  lidasans
doonisriurssio:idudasansnsoalu 28 UIN UsStyny0is 91U Jaoans
Jasanws. doyadarvisnldlunisidn 50 Uoy 5oy mou Jasany

40 uIN Usryryiln [urow  lidaoans

Decision Tree ua:nadaua’uaiuisn
lumsiung
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unh 6 msdwundaya (Classification & Regression) ssukioviioya (Data Mining)

6.7.5 msus:gndldow duliidazulo (Decision Tree) lumwlnsou

B |- e |
138 100w [usmones | |32 ow _swla [ msin | msiow [ msieu

128 |win | Ossw | lirivow | 2 38 lioy Usymhas rou
|2 28 un R liriou 2
' 33 nn Usyanln - rhow ?

133 | | USmynnln | o

waawsvaomsiusdaya unknow 2 gafa

doya unknownl: Foyailiisiwldge msAnuvis:auusynyrasd
uazimuag doasonudoulsnluicadaduloliidn Solknadws
91 "Jaaany"”

doya unknown2: Fowailidsrulddr msfinunis:duilssy ua:
lilériowuasg dvasonudoulonluioadadulolilkidn 5o1&
waawss "livasane”
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uni 6 msdwundioya (Classification & Regression)

6.7.5 msus:gndldow duliidazulo (Decision Tree) lumwlnsou

waawsyaomsmuesdaya unknow 2 gafa .

TERMIMAL

Accuracy: 1.8
Confusion Matrix:
doya unknownl: doyaiiiisieldgo msfinv | 'L 2

[
Classification Report:

S:('I'UU§Z\_.]l'g'ICI§ lla:ﬁ'l\)'luatj i.‘oﬂsoﬁUIsau‘[Uﬁ precision recall fl-score support
luioadadulolindu Soliwaansin "Jasans"” o 10 100 1.0 1

1 1.86 1.88 1.88 1

L2

doya unknown2: dayalilsislad msfnw accuracy 1.00 2

° . i i macro avg 1.00 1.00 1.00 2
s:duisau ua:lilarnouad oasonudoulun weighted avg 1.0 1.00 1.0 2

- = 19 » » . = =~ - e T C:\Wsers\User\AppDatahLocal \Packages\PythonSoftwareFoundation. Python.3.18 gbz5n2kfrad
[u Laadadu .‘ 0‘[ y ? K Q Ju IV “ KHaAaansI I U ; returning scalar instead, but in the future will perform elementwise comparison
- 1 mask |= (arl == a)
Uaannﬂ mafiEn iR unknownl: [1]
N3 AEEN Ve 1A unknown2: [1]
PS C:\AppServiwaw'Python DataMining> I
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unh 6 msdwundaya (Classification & Regression) ssukioviioya (Data Mining)

6.7.5 msus:gndldow duliidazulo (Decision Tree) lumwlnsou

- _ . = e = doogivdoua
lumsls Decision Tree d&xsSumis3tiodulsa

{uniuv1 Python du auawisaldlausis
scikit-learn laJuniSuusas 199910 scikit-
learn iiWoAdunisasio Decision Tree i
d=aonuazdgus:ansmwuinuny

dood1vodruaiviozuaasdosoadgionisils
Decision Tree Classifier lu scikit-learn
ainsumssiodslsalaslddoyaniodudo
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unh 6 msdwundaya (Classification & Regression)

6.7.5 msus:gndldow duliidazulo (Decision Tree) lumwlnsou

from sklearn.model_selection import train_test_split

from sklearn.tree import DecisionTreeClassifier

from sklearn.metrics import accuracy_score, classification_report m LECOG_DT_SICk.py

from sklearn import datasets

data = datasets.load_iris()
X = data.data

y = data.target
X_train, X_test, y_train, y_test = train_test_split(X, y, test_size=0.2, random_state=42)
clf = DecisionTreeClassifier()

clf-fit(X_train, y_train)
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unh 6 msdwundaya (Classification & Regression)

6.7.5 msus:gndldow duliidazulo (Decision Tree) lumwlnsou

y_pred = clf.predict(X_test)

B ecos o7 sickpy

accuracy = accuracy_score(y_test, y_pred)

print(f'Accuracy: {accuracy: 2f})

print("\nClassification Report:)

print(classification_report(y_test, y_pred))
unknown_data = [[5.0, 3.5, 1.5, 0.2]]
prediction = clf.predict(unknown_data)

print(f'Prediction for unknown data: {prediction}’)
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uni 6 msdwundioya (Classification & Regression)

6.7.5 msus:gndldow duliidazulo (Decision Tree) lumwlnsou

# avuddaya unknown Gdoyivuola

unknown_data = [[5.0, 3.5, 1.5, 0.2]] # JSushmnv Accuracy: 1.00
anuiuzyavdouya iris
Classification Report:

precision recall fl1-score support
# nungnaans
1.00 1.00 1.00 10
1.00 1.00 1.00 9
1.00 1.00 1.00 11

prediction = clf predict(unknown_data)

# uaaowaans
accuracy 1.00 30

print(f'Prediction for unknown data: macro avg 1.00 1.00 1.00 20
{prediction}’) weighted avg 1.00 1.00 1.00 30

Prediction for unknown data: [O]
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uni 6 msdwundioya (Classification & Regression)

6.7.5 msus:gndldow duliidazulo (Decision Tree) lumwlnsou

Accuracy (a2wuiug): 1.00 sinedsluiaaiaswuiugiiolu doagiovoya

gadnuazganaaauiniiu 100%.

Classification Report (s1go1unmisus:iiu): Accuracy: 1.00

Precision (asowwiugizaomsiing): nnszauaardil precision

v 1.00, kmedslidmsinesaralaq dawaa. Classification Report:

Recall (aswuiuglumsiiush): nns:duaaiail recall v 1.00,

kneionnsismsimduzosnaraldiugndos. precision recall fi-score support

Fl-score (a:uuu F1): nns:quaaaid F1-score v 1.00,
KUFHINISSIUAULILUEIYdINISHIUTLAENISAUA. 0 1.00 1.00 1.00 10

Support (S1usudsyalundazaara): udaasdsrusudonalundazaaia. 1.00 1.00 1.00 9

Prediction for unknown data (msrwusdiksudoyanliissn): 2 1.00 1.00 1.00 11
[uiaariinesrdaya unknown aglunaran O.

lusiworumisUs:iidu, sih Precision, Recall, ua: F1-score nn accuracy 1.00 30
s:duamaidsmiiu :I.._Of) m'luu:i‘l:ll:_n[umauUs:ansmme:lun?s macro avg 1.00 1.00 1.00 30
e, msmuedikSudonailiiddn (unknown data) la3108lu

aaah O. weighted avg 1.00 1.00 1.00 30

Prediction for unknown data: [0]
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. unh 6 msdwundaya (Classification & Regression)

6.7.6 msuUs:andlnudulidadulo (Decision Tree) lumsudesduda(Loan) lumulnsou

doadrvdoya d@usumsmdulidadulo m Lec06_DT_decision_tree_loan.py

doyansurzaiksumismidulidadulo (Decision Tree) doous:noudosarudnuru: (features) uazthe
v (labels) ninaadaviu. dfadrodrvdoyanasnldlumsaswluiaadulidagulo:

doos10: msdadulosianmdous:iundolu

auudsnuiddonainsonuanmimdaus:iusnsud lasdamuadnuiuzdio q Rawrsndnadonmisdadulo
gavanmno:gous:iunsolu:
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. unh 6 msdwundaya (Classification & Regression)

6.7.6 msuUs:andlonudulidadulo (Decision Tree) lumsudasduia(Loan) lumuilnsau

doadrvdoya d@usumsmdulidadulo m Lec06_DT_decision_tree_loan.py

unl: oy, s1wwld, Us:Sdinsda, Uszaumsnidud, ua:then:idsusn Wunudnuuzvasani (features).

misdous:fiu 1Wuthemiiv (label) Adaosmsriiung.

4

lnnadulidodulooznensasivngmuanudnuuzisaritidiomunesnanmlao:gaus:nunazanilaliige.
kavonidndululoa, auawsaldiulumsiinemsdadulovosanmikunlidtheniiu
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. uni 6 msdwundioya (Classification & Regression)

6.7.6 msUs:andldoudulidadulo (Decision Tree) lumsudosduisa(Loan) lumuilwsau

LecO6_DT_decision_tree_loan.py

from sklearn.model_selection import train_test_split
import pandas as pd

df = pd.DataFrame(data)

from sklearn.tree import DecisionTreeClassifier
from sklearn.metrics import accuracy_score

from sklearn import preprocessing le = preprocessingLabelEncoder()

df['Us:=3diasaa’l = lefit_transform(df['Us:5dinsaa’])
data = {

‘019" [25, 30, 22, 45, 28],
's1ela’; [50000, 80000, 35000, 120000, 60000],
"'Ust3dasaa’; ['a", "dwunar’, 'lua’, 'a’, "vwunav'],

"'Uszaumsnidud: ['37,'50,'1U,'10 0", '4 U1,

df['Us:aumsnidud’] = lefit_transform(df['Us:aumsnidud'])
df['Uren=10susn’] = lefit_transform(df['Uranzidsusn’])

df'ms#aus:iu’] = le.fit_transform(df['ms#aus:iu’])

X = df drop(‘'misdaus:iu’, axis=1)
‘thenzdsusa’; ['0°, "', '0°, 'd", T, s A dsnu]
‘msgads:iu ['99', hige’, Wige', '8a", '0'] X_train, X_test, y_train, y_test = train_test_split(X, y,
test_size=0.2, random_state=42)
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. unh 6 msdwundaya (Classification & Regression)

6.7.6 msUs:andldoudulidadulo (Decision Tree) lumsudosduisa(Loan) lumuilwsau

LecO6_DT_decision_tree_loan.py

X_train, X_test, y_train, y_test = train_test_split(X, y,

test_size=0.2, random_state=42) new_data = pd.DataFrame({

‘219" [395],

model = DecisionTreeClassifier() 's1ela™: [70000],

model fit(X_train, y_train) ‘Us=ddasaa” ['a’l,

"Uszaumisnidud® ['6 U,
y_pred = model.predict(X_test)
‘Uhgnudgusn’; ['i07]
accuracy = accuracy_score(y_test, y_pred) h
print(f'acswuug: {accuracy}) new_data['Us:5diasaa’l = le.transform(new_data['Us:3ciinsac’])

new_data['Us:aunisniiui'] = le.transform(new_data['Us:aunmisniiu

')
new_data['Uhan:=1dsusn’] = le.transform(new_data['Uran:1dausn’])
prediction = model.predict(new_data)

print(f'/nisnwune: {prediction})
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. unh 6 msdwundaya (Classification & Regression)

6.7.6 msuUs:andlnudulidadulo (Decision Tree) lumsudesduda(Loan) lumulnsou

doya Iris 10ugadoyanaasunnnldluoiu Machine Learning ua:addmonissiusruidaassodaunaznadau
smsuuvud q lumsdrundoayansomanisni.

o
qouaua Iris Insuuamnuuouamanlu Iris niinokua 3 wilia: Iris setosa, Iris versicolor, ua: Iris virginica. udazsiiai
anuuznwmenWAlLandonu.

doya Iris unnnumﬂu'lumsdnaauua nnaauuuumaaomsmuun (classification) idoa$1o Decision Tree, k-Nearest
Nelghbors Support Vector Machines, K§auuudiaaodu q nldlumsdunds:inndaya.

waansnuaavidudayanldoinnisnaaounuusiaas Decision Tree lu Python laslddoya Iris lasasudoir:

doodwanuruzmomeniwgavaanll Iris 3 sla:
Iris setosa: aanliiidnuazlukasw.
Iris versicolor: GaanldzuranarouazluiSsu.
Iris virginica: daanlilknjuazluano.

gadoya Iris Us:noudssdnuruzmomuniwgavaanliicy q 13u aaweduazaawuniovooniuvaan (sepal) ua:
Nauaanosy (petal) goo Iris 3 wiia. doyaidmlkmluniraulodikSumsfinuiuaznaasouvusraavilslunissriuunds:inn

uaqa
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. uni 6 msdwundioya (Classification & Regression)

6.7.6 msUs:andldoudulidadulo (Decision Tree) lumsudosduisa(Loan) lumuilwsau
LecO6_DT_Iris.py
X_train, X_test, y_train, y_test = train_test_split(X, vy,

from sklearn.datasets import load_iris test_size=0.2, random_state=42)

from sklearn.model_selection import
train_test_split clf = DecisionTreeClassifier()

from sklearn.tree import clf-fit(X_train, y_train)

DecisionTreeClassifier, export_text

accuracy = clf.score(X_test, y_test)

iris = load_iris() print(f"Accuracy: {accuracy:.2f}")

X =iris.data
y = iris.target tree_rules = export_text(clf,
feature_names=iris.feature_names)

print("Decision Tree Rules:\n", tree_rules)
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. unh 6 msdwundaya (Classification & Regression)

6.7.6 msUs:andldoudulidadulo (Decision Tree) lumsudosduisa(Loan) lumuilwsau
LecO6_DT_Iris.py

Accuracy: 1.00 --- petal width (cm)> 1.55

Decision Tree Rules: |--- sepal length (cm) <= 6.95

|--- petal width (cm) <= 0.80 | |- class: 1

| |---class: O | |- sepal length (cm) > 6.95

--- petal width > 0.80
petal width (cm) | | |-class: 2

--- petal length (cm) <= 4.75 -
- petal width (cm) > 1.75
—- petal width (cm) <= 1.65
— petal length (cm) <= 4.85
|--- class: 1
it o5 16 |--- sepal width (cm) <= 3.10
--- petal wi cm :

|--- class: 2 | |- class: 2

- petal length (cm) > 4.75 I~ sepal width (cm) > 3.10

--- petal width (cm) <= 1.75 | = cless

|- petal length (cm) <= 4.95 - petal length (cm) > 4.85

| |- petal width (cm) <= 1.55 |--- class: 2

| | |- class: 2
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. unh 6 msdwundaya (Classification & Regression)

6.7.6 msuUs:andldonudulidadulo (Decision Tree) lumsudosduiga(Loan) lumuilnsau

Naans m LecO6_DT _Iris.py

wadawsnuaaoJudioyanldoinnisnaaauuuudias M petal width (cm) <= 0.80 udananadio O (Iris setosa).
Decision Tree {u Python laglgdeoya Iris lagasu

aou: o petal width (cm) > 0.80 ua: petal length (cm) <= 4.75:
Accuracy: 1.00 1 petal width (cm) <= 1.65 udonarade 1 (Iris versicolor).

mmuUuz‘huaonoaﬁnoaauUuqoﬂauanoaauﬂ 1 petal width (cm) > 1.65 udosnarade 2 (Iris virginica).
Amu 1.00 K30 100%, dokureioluloarhuegnnn _
svemslusaiiouanagou. m petal width (cm) > 0.80 ua: petal length (cm) > 4.75:

Decision Tree Rules: m petal width (cm) <= 1.75:

Laavanutuzueo Decision Tree nldoinms m petal length (cm) <= 4.95 udonarado 1 (Iris versicolor).

RAnaoudogdoya Iris. _ _ _ . _
m petal length (cm) > 4.95 ua: petal width (cm) <= 1.55 uaonarads 2 (Iris

doagio: M petal width (cm) <= 0.80 uaono: virginica).
Wunara O (Iris setosa), udm petal width (cm) > ‘
0.80 ua: petal length (cm) <= 4.75 1da0:cs20aou m petal length (cm) > 4.95 ua: petal width (cm) > 1.55 udoasoogaudauly

Poulunuidu. INULE L.

msasuie Decision Tree awsarmldcudrduvon .. lazanheoawey Decision Tree o:rhoulUisos o ciudeuluimikua. dayalu Decision Tree
woulunusinpluwaans: Rules tidudagoslumsasuismisdadulovas Decision Tree lumsdwundoya Iris aoniJunau
o o chuanuruzuavaanll.
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. unh 6 msdwundaya (Classification & Regression)

6.8 diajaus:ansnmimvaslulaa (Classification)

 Confusion Matrix wWumsmuwsldsnnaainilss
Wums suaiiusrusunnsgudusunadulnld MKuaanmuzNadad
True Positive (TP)
True Negative (TN)
False Positive (FP)
False Negative (FN)
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. unh 6 msdwundaya (Classification & Regression)

6.8 dadaus:ansninvadluiaa (Classification)

» Precision qavis1 Predict 9onu1 udsmunnlanidasgidud
wamsshusruldmennidaoinwanldoonuioindoasie

Precision d@1su normal s True Positive kas asa TP+FP 15u 4/7x1

00 =57.12%

Precision @&sSu spam iishininu 6/8x100 =75%

* Recall swounrmwsnnndo
aswnndasvavudazsicoulumsmasndondoomsiioa:ls dooms

Mwuedusuaunuszeaznsi 2:qldoin Recall sanusrdslkulisraau

uINN3tiaunsdndoo:ndoslumsiunedo
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. unh 6 msdwundaya (Classification & Regression)

6.8 dadaus:ansmnyavluiaa (Classification) (da)

 F-Measure d2smisiadsvay Precision ua: Recall

1WumusudNsitaavyovnvaovnaukindia 2XPrecisionXRecall k1s Precision+Recall

» Accuracy swusudoyanmunsnnyasnnaald

onwaddegviimsnndoonokua 10/15X100 = 66.6%

+ ROC Graph & Area uaavnsinasnwaduwus musgnlunounudd (Y) sxmedaaluuusunuuau (X)
VINgaagdua o:suonduadnou HiFuduvioinwas 12 (kih 380) Miidoyafatiaidu
uusuauluwas 7 nswdaldo:dunuuvudula duundu Curve samwfio dusunsnnieoa: q nsiWo:
guluduu 1Wuluicand uddnduidunzusouny nsiisuliduds uaasiodoyalisoud ondoosivo:
wkuldonnadudamusldwnainvduia: 0.2 nsiHozdesq udulUiSasq lunaduli 3-4
ROC Curve iisuélnd 1 o:uaassiius:ansniwdnsi onnsin
Area Under Curve wunldnsiW (AUC) mwunldnsimidnlnad 1 o:dWunldnsiWuin azdudsiuin (
wina 1) o:80d
asuuasiludosaus:ansmmikariozgosuavluyuuavdv q la
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unh 6 msdwundaya (Classification & Regression) ssukioviioya (Data Mining)

6.9 msuuvdayadrksSunisdaullaznIsnadau

Testing
BEL
Set

Training
Data Set
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. unh 6 msdwundaya (Classification & Regression)

6.9 msuusdayadisSunisaaullaznisnadau

msuuondudayadikSumsiln (training) ua:dayanaaou (testing) 1Wuduaau
arvirglumsasonazus:iduluiaamonaunsiaas munlnsauidkaredsnawrsaldlumsineil
doluiifiadooagomisly train_test_split oinlausis scikit-learn:

from sklearn.model_selection import train_test_split

# aswiayadoasnv
X,y = .. # mruadaya feature (X) ua: label (y)

# uvodayailugalnuazyanadau
X_train, X_test, y_train, y_test = train_test_split(X, y, test_size=0.2, random_state=42)
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. unh 6 msdwundaya (Classification & Regression)

6.9 msuusdayadisSunisaaullaznisnadau

msuuondudayadikSumsiln (training) ua:dayanaaou (testing) 1Wuduaau
arvirglumsasonazus:iduluiaamonaunsiaas munlnsauidkaredsnawrsaldlumsineil
doluiifiadooagomisly train_test_split oinlausis scikit-learn:

[asnsluuao:

X fio feature K3adouusdas:nldlunisriune.

y fio label KSadouuscundaomsiiune.

test_size fio dadouvavdoyano:nnidiludoyanaaou.

random_state fio seed aldlumsdudaya, mlkmsuusdoyailulunuarduidesiunnasy.
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. unh 6 msdwundaya (Classification & Regression)

0.9 misuuvyayadiksunisaaulaznIsnadau

msuuongudayadiksumsin (training) uazdoyanaaou (testing) Wuduaaudrnirylumsasio
nazus:zigulutaanionounoicas nmilnwsauidkalredsnaiwisalalunisniiuieu doluddodoogionisls train_tes
t_split o1nlausis scikit-learn:

X, y = np.arange(1000).reshape((500, 2)), range(500)

X_train, X_test, y_train, y_test = train_test_split(X, y, test_size=0.2, random_state=42)

cnudoagiol, X_train wa: y_train oz1Judeyanldinlulaa, na: X_test ua: y_test 2:1du
goyanldnaaaululoa.
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. unh 6 msdwundaya (Classification & Regression)

6.10 Validation msuusdoyaidonadauus:ansmmzooluiaa

55misnadaululaanuvsoanidu 3 ¢

- Self-consistency test (use training set) 191 Training Data unJud? Test 1au fio FFoyalduuas
Guiinownndoouiniosusiku
Split test udvoanidu 2 doulas fio 1uluica uazdsunaaau 13u 70% aswluiaa 30% ldnaaau Kso
80:20 lddoya 2 ga 1Ju Training data @&ksSuasw Model ua: Testing Data éuSunadau i Sampl
ing udilddoyanaaaud Split Test o:dulaldoyauing kilukdouaudoguly
Cross-validation test lFsioudnolwazikiiouiiu nmasi1 Split ka1s q sau msindeq v Split uduus
d1uou N gawrirg fiu u N=5 , N= 10 udorviulasmsasdoluiaanokua N @ ouasu Split Test i
saulduoudsould faifiul,2 15 udlu Cross o:101 3 [Uiludonadou uadsld 2 nduidnl udsion 1 1udd
nadau o9:wu3Nnddo:antwnadaukua 1s1:ldasunndasiadsoanuilundazsau udliurzivmsm
uvuiinunscindoyavin q liikun:
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. unh 6 msdwundaya (Classification & Regression)

6.10 Validation msuuodayainanaaauus:ansmwuaslutaalcdio)

doag1wyav S5-fold cross-validation

Gdoya 5 dounuroaniunduiri q fiu 1KoY 1Wud W1 1ad 129 udsroumlikasu 5
sou usaun 1 mudsuidudds Test 15 saun 2 100di1dusldignlu udsnaaaudsunduiisio
muuuisululiasunnsoud udsgameioinnivnaasiu mmwuosnidentslulaalkudoinwams
Sunaaou qdsluaanladolkulinaiadseanmnladgaidondodu uuonmon 2 lijldowu 5 doiiias
udo:oMvkua Kivuaudomaswluiaadni Ao Mildoya 5 uaudos udazsavuusluiaa uaudo
nuudauauds (K 395)
asufiodaus:ansmmnaundsknnainalsuikizan s:kdo A B, C tldinatalkudnganionlu
asrilulutcanldouose
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unh 6 msdwundaya (Classification & Regression)

6.10 Validation msuisdayaidonagouds:ansmwvosluiaalcio)

from sklearn.model selection import cross _val score, KFold

from sklearn.ensemble import RandomForestClassifier

import numpy as np EEI I File : dm_06_crossValidation_Sfold.py

[[1.’ 2].’ [3.’ 4].’ [5.’ 6].’ [7J 8].’ [9J 1@].’ [11.’ 12]) [13.’ 14]) [15} 16]]
[@.’ @.’ @.’ @.’ 1.’ 1.’ 1.’ 1]

model = RandomForestClassifier()

kfold KFold(n_splits=5, shuffle= , random_state=42)
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uni 6 msdwundioya (Classification & Regression)

6.10 Validation msuuodoyaimoanaaauus=ans mwosluiaa(cio)

scores = cross_val score(model, X, y, cv=kfold)

print("Cross-Validation Scores:", scores)

E1g0Z File : dm_06_crossValidation_5fold.py
average _score = np.mean(scores)

print("Average Cross-Validation Score:", average score)

PROBLEMS OUTPUT DEBUG COMSOLE TERMIMAL PORTS SERIAL MOMITOR

PS C:\AppServiwww\Python DataMining» & C:/Users/User/AppDatasLocal/Micr
Cross-Validation Scores: [1. 1. 8.5 1. 1. ]
Average Cross-Validation Score: 8.9

PS C:\AppServ\uuw\Python_DataMining> []
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unh 6 msdwundaya (Classification & Regression)

6.10 Validation msuisdayaidonagouds:ansmwvosluiaalcio)

(29810: File : dm_06_crossValidation_5fold.py
X fio features (douusdas:)

y fio labels (douuscu)
RandomForestClassifier fionuvusiasomisilsludoodioil

KFold pnrisualidnia 5-fold cross-validation, shuffle=True fiomsadudayanauuuy,
random_state fiamisniisua seed d@iuSumsau

cross_val_score l#d11Surih cross-validation uazfiun:uuunldoinuda: fold

Kav01nim cross-validation 1a503u, 1Isx@wsnqazuuunvkuauazmususadsvodn:uuuld.
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uni 6 msdwundioya (Classification & Regression)

6.10 Validation msuuodoyaimoanaaauus=ans mwosluiaa(cio)

e o o File - dm_06_crossValidation_5fold.py

PS C:\AppServiwww\Python DataMining» & C:/Users/User/AppData/Local/Micr
Cross-Validation Scores: [1. 1. @.5 1. 1. ]
Average Cross-Validation Score: 8.9

PS C:\AppServ\www\Python DataMining> [|

azuuu cross-validation nawldde [1. 1. 0.5 1. 1.] uazsaagvosn:uuu cross-validation fie 0.9.

mislan:uuuladsgoudaasswuudiaasvosnmuiius:ansnmndlumsmunsdoya las cross-validation 1Ju
inatiandlumsus:iiiuds:ansningasuuudiaatiioronijusssaanduiauldey (bias) uazasuaalainaau
(variance) gaonisus:liduus=ansnin.
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unh 6 msdwundaya (Classification & Regression)

6.10 Validation msuisdayaidonagouds:ansmwvosluiaalcio)

from sklearn.model selection import cross _val score, KFold

from sklearn.ensemble import RandomForestClassifier

File : dm_06_crossValidation_10fold.py

X = [[1) 2]) [31 4]) [SJ 6]J [7J 8]) [9.’ 16]) [11.’ 12].’ [13.’ 14]) [15J 16])
[17, 18], [19, 20]]

y = [@J 9, 0, 0, 1, 1, 1, 1, 1, 1]

import numpy as np

model = RandomForestClassifier()
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unh 6 msdwundaya (Classification & Regression)

6.10 Validation msuuodoyaimoanaaauus=ans mwosluiaa(cio)

kfold = KFold(n _splits=10, shuffle= , random _state=42)

File : dm_06_crossValidation_10folde.py

scores = cross_val score(model, X, y, cv=kfold)
print("Cross-Validation Scores:", scores)

average _score = np.mean(scores)

print("Average Cross-Validation Score:", average score)
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uni 6 msdwundioya (Classification & Regression)

6.10 Validation msuuodoyaimoanaaauus=ans mwosluiaa(cio)

File : dm_06_crossValidation_10folde.py

LICEUA LANSUILE | EKMIIMAL UK S SCHIAL MWL

PS C:\AppServiwww\Python DataMining> & C:/Users/User/AppData/Local/Micr
Cross-Validation Scores: [1. 1. 1. 1. 1. 1. 1. @. 1. 1.]

Average Cross-Validation Score: 8.9

PS C:\AppServ\www\Python DataMining> ||

[Usunsuriuldgndoasuazldnzuuu cross-validation na. azuuunokvadia [1.1.1.1.1. 1. 1. O.
1. 1] uazfinadsvosnzuuu cross-validation fia 0.9

azuuu 1 uaasioncwnndoonvokualuuda: fold lurinnsdayanaasu. azuuu 0 uaasiioinciv
dawaralumsriinsluuie fold. Golu, sads 0.9 Knweiviinawgndasnokualudsuvingay fold

nolimadawsduagnudayaua:nisas1wiuuusiaadvgadniu. assassodouuazusuudodouvuksadoyalu

nstindaonmisus=Insniwnddu
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Self-consistency Test

(data)?®

base | warehouse | mining

lfdaya training lun1smaaaulsz@nanmaesluimna

ID Free Won Cash Type
1 Y Y Y  spam

ENYYspam+

3 N N N  normal

training data '

ID Free Won Cash Type
1 Y Y Y  spam

N
2 N Y Y spam * |
3 N N N nomal ( N

testing data I
classification model

v

ID | Type Predicted
1 spam spam
2 spam spam
3 normal normal

prediction results

55 Self Consistency Test K3au1wwaASy
1Send1 Use Training Set diJudsnisnole
nga uude dayanldlumsasiolulaa (model
) uazgoyanislunmisnaaaululcaiJudoyasa
|deonu nszuounmisdisuoin aslutaados
Jgoyainsudvaid (training data) Kaoon
gutihluloanaswlavimusdayainsudoaidi
yaldu doagrowuoinsd ungayainsudaoaidn
fucnsio viasolulaanaznaaaululaaldudu
n1sda Uszansniwao83dslo:liwanisia
Uszanamwnidsaigouin (9100:1i(na 100%)
Wovondudioya saduns:uulammsisous
uIdo udwamsianlaluiisurzno=uirlusreoiu
fuoruddedio 9 8935 msukuizaksulsiu
nmisnadauus:zanamwinaquuolivvasluloan
asiodu mlawamssandos uaavdluioalu
suzauiivdoya doliaoso:urlunaaaudos
J5NIsuuYTayaluucIo 9



Split Test

(data)3

base | warehouse |mining

widayananily 2 gn

training data @115UaF9TNLAR WAT testing data A nFUNAdaL

ID Free Won Cash Type

1YYYsparn*

2 N Y Y  spam

2 ID Free Won Cash Type ; / \b
(J/i 3 N N N normal / ;
testing data 2aya ID 3 linaaauluine | CSRRECLIEREE

classification model

Vo

ID Type Predicted

3 normal normal

prediction results

25 Split  Test 1Wumsuuvdoyadounmisgu
oontdu 2 dou 18u /0% cdo 30% rso 80%
do 20% lasvgoyadounkio (70% k3o 80%)
Blunisasiolulaanazioyadounass (30% k3o
20%) 15lu nmisnadauds:zansninyavluloa
doogrosulusy wuodoyansudy a1d (Usd
oontdu 2 doogrwdiksumisasiolulaataioya
1 doegrolBlunisnadau Uszansmwuaolulaa
Judu udmsnaaauuuu Split Test drivnsdu
JoyalNeonsolduoBoluuio asomnmisgudoyan
(lunisnagounianuruzaarenuioyan(fasio
lulaarhlzwanisda Us:ananinwldoaanuid funio
asodummsduioyantdlunisnagounidnuus
tancdhonudoyan (dasolulaaviniilinanmssa
Us:anamwldeanuing dodudonoslsds Split
Test  Uw3oarhinisdu Katee asy uddoduev
38misdfialEioarlunmisasiolulaatiogdolkiuiziy
saiouaniuunalkniuinasy



Cross-validation

I“

3) 55 Cross-validation Test
55010ussndeulunisiioiudde alslums
nagauus:ansninyavlulaalliovdinwanlai
aouUBafio msda Us:ansmwaoeds Cros
nrun faceb *m ].frdlf.“nfilﬂ.{,n s-validation dosrinmsuuodoyaseaniJurars
D Fres | Won Gash| Type dou (Uno:zuaaodoem K) 1wu 5-fold cross-v

pra . . . o .
2 N Y Y | spam * ahdahon Ao nmsuuvdoyasonidu 5 dou

3 N N N noma losnudazdoudduoudioyatninu k3o 10-fol

_____________ *9‘“* d cross-validation @eo msuuodayasanidu

10 dou lasnudazdouddruoudoyatninu

widayaaaniilu N g0 @i N = 5 13 10

dayga N-1 gad miuainiuwa uas dayadiuninaad miunaaay 1AL

— ka0 o1nUudeyartodoud:sldudonaaau
ID Free Won Cash Type ; : _ ’ o -
Q 1 Y Y Y spam LJS:a'nﬁﬂ-]WUE)OTUlOa n-]:)U-[LJlUUUOUﬂSU

Swuounuuold 18U msnaaaudouds 5-fold ¢
testing data daya ID 1 linasauluina R EREECTETETTRPEE

classification model ross-validation lusyduaioasu

v O

ID‘ Type |Predicted

1 spam spam

prediction results



Self-consistency Test

+lf9aya training Tunnmaaeuilss@ninnaesiuwma

testing data

D Free Won Cash Type \

1 Y Y Y  spam
2w v e
& N N N  normal

D Free Won Cash Type

1 Y Y Y  spam
2w v e
& N N N  normal

facebook.com/datacube.th
www.dataminingtrend.com

#9714
classmcatlon model

.......................

classification model

wyo

ID Type Predicted

1 spam spam
3 normal normal

prediction results



aswuancvs:Kk1 Classification & Regression

sudoulknjuos Data Mining o:1Julumsnh Classification goawisnwuludsads:s15u 18u
msWeINsnioINIs , 1599 Speech recognition , face recognition msdnlkaasy udsrnessndunin
las 18u luilain , Spam e-mail

doagiomisit Spam e-mail classification
{Kszu31 e-mail Ikuthomdu spam e-mail 15u Keyword fiisii3r won , FREE,cash luuniii
anwdAamasvibuluieaudsadromsmnsdoyanivlkila
k1 Keyword alduouanilu spam-email udsasioiumsiousznaudssnaiuii FREE, Won, Cash ,
Type uasnisua Keyword Y,N (ki 356)
asiluluioa (Classification model) la o1ndaya training data #oiianva (label) 1Wushaauld
iou uASundianua KSenara Manvavavdaomnsduan fio anksalian us.audnosiSsudmnlku
d anvafiemaouss doliuanuadosicougaomsineiu q dolkumbushaauluozogargasos Deci
sion Tree losmasuisuonlkuauuaanouldnaiganozioasaou dondoositviiofio Mshaoulasu
[uaano:mdasudos Mdoyailiunduarooziidoyansiusuuinguciy
ihdouyalkii (unseen data) muwlasldluioa oandoasrowas 11 ua: 12 1Ju Spam nosg

asJ 191 Training Data Model




Spam e-mail

Foyad1nsu spam e-mail

_““““ i

Yes

n Y No

From:
T

Enquiry from Mg Servas

Warning Message : Your account is currently
blocked at 17/01/2019 19:26:04

Dear customer,

Your account registered in the
Sesbumy Pay scrvice has boos Nockod because of
vakd data.

To wmblock yOur aCCount please re- wﬂ« th
YOUr valid duta

Click e following lmk 1o re-regnaer

(lmfwuqnw

.~>

Your Account Has Been Limi

qmﬁw“

G

Technical Support

.cra'ushxng com

Tox User Webmad

Dear Web-mail User,

Your Mall quota has reached imit, You might not be able to send or get
updates until you revalidate your mailbox.

Yo re-validate your maiibox reply to this mail and Ml your.

{user-name :
{Password :
{Confirm Password
or Visit
www.it.chula ac.th
www.it.chula ac.th

~Technical Support

Mark 24 read

Yy n Yes
al Message ———————-
We a new eFax Trom 47B=743-8656
H 22:34

aller-ID: 478-743-8656]

ed an 1 page fax on Thu, 5 Mar 2015 16:34:49 +@1@8 .
ur fax attached to this email.
number for this fax it 63562625 oy

is required to view the attached fax document.

5ing the eFax service! i =S N eas




adwuandivs:ud1 Classification & Regression (cid)

Regression shadaua:1dudoiay
Classification fiacausiliilddolas 18u aara , anva Y,N
gudaumsaswluiaa

Training Data

Testing Data

nodavduaauu1oin Training Data soulkninoskinwamsrinelu
IsUzauiuinaiinndasasuinaiialki 191 Test Data vinadausinndoouin
tosuslku Prediction

Results fwnamsiiungaanuassnunozaulduazdaus:ansninwa
msmunenlanasidud




. unh 6 msdwundaya (Classification & Regression) ssukioviioya (Data Mining)

-0

6.4 Fondioaos 1uano'lumsmuunua-msmuwuaua

lumsdrmunuaziinedayansokis q o:likarwdodunisidooRorsnuas
fridodio udadwlisionu lasnsldisro:dovnorsun 2 Jodukan Goul

1) msdalassugayadrissSumisonunuaznmsmusdaya
2) miswsyuiizuds:ansnandslumssuunuaziinsdoya

WB2871d015101S8 QS. UgWosT doldauy



6.6 dullidadulo (Decision Tree)

dulidadulo KSemsiSvusuvudulidazulo (onnu: decision tree learning) Wukdolu
56misiSsusdolsluand, msiSvusvaoinsor ua:msnukiovdoya lasmorsmsdoinamsuuousn
uaua[nuwmsnnuaua?umsusuusuaomsao (machine learning) dulidagulo 1Juluiaans
ariamaasildiusus: mnuaouaua/oun lasRo1sturoInanuu: tgavIaNn kuamalu (inner
node) govduliozuaasdouls dounvozuaassiidululdsasdouds doulu (leaf node) o:uaas
Us:inngavdan

dulidaduloninlunaasiodoyanidudayaliidaiior (discrete values) o:18sns1dulid
dadulouvusuun (classification trees) ua.uuluunau'lanuw'lmﬂuuauaclaluao (continuous
values) 2:13unsdulidadulouvunanaw (regression trees)

dulimsdadulolumsuskisssiio Wuuwudvduligoslumsdadulo lasuaasioyasiives
nSWwensno:l3 no1u1aao'lumsaonuua naawsiilomaiiadu dulidozuloadoduiiodooms
dodulodalslumsadiounuiu Goulduinlumsusmsanuidss (risk management) Gulid
cmau'lmfluaounuouaonqugmscmau'lo (decision theory) ua: nquijnsin duliidadulodu
58msWugiuagvkivdikSumsnnkiioodona




6.6 misswundoyaddrudulidadulo

msdmundoyadosdulidadulooziluns:uoumsasoduliizuinalslumsdadulo
ondoyanikuoakijdoyauuvasdse duliidaduloozusznauludos

Adonnldlumsuaasdodoulusdousnsdoduis q saodona lasdud

aznomugaslkuakio q o2 Huwnamnlﬂuhﬂomnmsnoaaunuuansuocluu q uaz=o:

Us:nauludos ngoozikuoanjioyadalivey lasdoegrodull
daduloo:pnuaaslunini 5.4 Aozuaasnisiiunenudnuuzsargninoziinisdo
aoudaeSoInSuvrwaunsnilWih laslkuadio 9 Alulalkualuo: :QNUNUGIBAIKABY
ua:lkualuo:gnunudosesos cwdrdu ownnINA 5.4 1510t mu:n[nuo'luo tﬂufﬁunnua
uannouauahuooHuuaomuaumsmaoms 91fi 18u “yes” Kurwiio gniro:de
nouRoLtes La: “no” Knhvanmo:liidonouiolaos [nuclulunnnaswuumolﬂuuulu
n 1) a n U u - | d u
luurskgooroo:luiiduluunsila




6.6 misdundoayadredulidadulo (do)

kavonnimsasiwdulidaiulouds
isro:anusalddulidaaulolunissiuun
doyald laso:nemisdruunnuoaniy
govdoyalsanasakiiv 9 (RUsznould
Gosuansioddio q udisro:zliinsiu
kuoakidoualuisanasaliu q ) dow
msulsuumuuuansuocmau'lu[nunsm
fiusoouonsiodlulsanosanorsan
lasozriinmisidssuiisuoinlkuasinly
suiivlkualu Waisnsiuislkualuozri
lBisinswiiokuoakijiayavasisanasa
ArINIsSHoIsSTUN

youth middle_aged senior

[ student? ] [ credit_rating? ]

yes fair excellent

mwi 6.4 doadvdullidadulodiksumssuunarudnuu:

gooanMAmmsgonaurolaos




6.6 duludazulo (Decision Tree)

' @ ¢ =] v v Yo a
aauilszneuvawaansveamsizauiaulidaaule;

o )_\— Internal node

30..40 ~4() @®=m Branch

/l |\ Leaf node
yes

no exce]lent falr

Splitting Attribute -------

no no

NIWA 6.5 doulds:navvavduludazulo




129810

misUs:gndlddulidazulo

1. MsWOISUNINIIWDYSNNNG dadum 13U ana iphone Uno:
naululdusmsksodadusmuoo iPhone (royal) udimansm
wWasuludaaumakodu 13u Samsung (churn)

2. nsnianinsauny Ais , DTAC



A B D E F G | I
1 name age lifestyle  family status car sports earnings label
2 VNSEFOUL 62.0 cozily married practical athletics 102526.0 no response
3 8TvOhcece 34.0 active married expensive soccer 33006.0 no response
4 Zny9ysbk 89.0 healthy  single expensive badminton 118760.0 response
5 HW3xCamM 57.0 cozily married practical SOCCEer 131429.0 response
5} sTIRsQBv 686.0 cozily single practical badminton 96003.0 response
7 w9voDHJjo 21.0 healthy  single expensive badminton 83376.0 no response
8 VUKTS8YS 22.0 healthy married practical badminton 49826.0 no response
9 HzMvC0cl 59.0 cozily single practical S0CCer 41166.0 response
10 [55994 BOMsYPOR 63.0 active single practical badminton 134340.0 response
11 {37460 mWUY9Cjs 31.0 active married practical athletics 108695.0 no response
12 [36782 Lavsfams 60.0 cozily single practical badminton 49723.0 response
13 [12447 kMNAIhUWY 38.0 healthy  single expensive soccer 105801.0 response
14 FHLG6d3WH 36.0 active married expensive athletics 79703.0 no response
15 taO86roP 30.0 cozily single expensive soccer B8693.0 no response
16 QQOSzZEWW] 64.0 healthy  single expensive badminton 111755.0 no response
waFElp2v 37.0 cozily married practical badminton 36430.0 no response
CGEljPBt 61.0 cozily married practical s0CCer 129420.0 response
OPawydc 18.0 cozl ingle expensive badminton 78714.0 no response
{) f] ) LJ a 5‘] uouen ﬁ' U?O LA :_[U' au?g expensive soccer 87219.0 no response
expensive badminton 123879.0 no response
IF0OUYKYK 41.0 cozily married practical athletics 137658.0 no response
JuXUHkgm 30.0 cozily single practical athletics 89243.0 no response
e (Tl 4" ey¥nansive [falun=1d 17977 N nn recnnnse

RapidMiner Data

i inole
(+

[41



. unh 6 msdwundaya (Classification & Regression)

doya nudsmsikuzauksalli odoomsissulisunudsdnundoyauvudu
a8ty 3 55 (laand5niius:anSNINGD)
Jsurruvasdonanldlunmisaasunsonisnadau mnksaliogiadsvla
misidondoyanikuizau 16u zip code

WB2871d015101S8 QS. UgWosT doldauy



[Kinfinn 1855uuodoya split test 70: 30 uds i1 process ua: run ki

Jodula Nnanmo:auloidondodumsiiaiivinnaa

swuoununaulo uazliaulouirirls (36: 64)

A B D E F G H , I

1 |zipcode name age lifestyle  family status car sports earnings label

2 P g Y po g
2 |s0168 VnSEFOuUL 62.0 cozil married ractical athletics 102526.0 no response

- Y P P
3 66479 8TvOhcee 34.0 active married expensive soccer 33006.0 no response
4 16592 Zny9ysbk 69.0 healthy  single expensive badminton 118760.0 response
5 50068 HV3xCamM 57.0 cozily married practical soccer 131429.0 response
6 (35988 sflIRsQav 66.0 cozily single practical badminton 96003.0 response
7 le0039 w9voDHjO 21.0 healthy  single expensive badminton 83376.0 no response
8 69662 WUKT58VS 22.0 healthy  married practical badminton 49826.0 no response
9 [a0432 HzMvCOcl 59.0 cozily single practical soccer 41166.0 response
10 (55994 BIMsYPOR 63.0 active single practical badminton 134340.0 response
11 [37460 mWUYaCjs 31.0 active married practical athletics 108695.0 no response
12 (36782 LavsfaMs 60.0 cozily single practical badminton 49723.0 response
13 (12447 kNAThUVY 38.0 healthy  single expensive soccer 105801.0 response
14 56504 FHLBd3WH 36.0 active married expensive athletics 79703.0 no response
15 84343 taO8eroP 30.0 cozily single expensive soccer 68693.0 no response
16 56428 QSzEWW] 64.0 health single expensive badminton 111755.0 no response

k q ] ¥ g P P
17 [18272 waFElp2V 37.0 cozily married practical badminton 36430.0 no response
18 (24254 CGEIjPBL 61.0 cozil married ractical soccer 129420.0 response

c ] ¥ P 3
19 [29470 xQPawlnF 48.0 cozily single expensive badminton 78714.0 no response
20 r?813E- TWowvclLS 15.0 cozily married expensive soccer 87219.0 no response
21 (55878 VizsFKack 51.0 cozily married expensive badminton 123879.0 no response
22 (15047 390UYKYK 41.0 cozily married practical athletics 137658.0 no response
23 (37388 JuXUHkgm 30.0 cozily single practical athletics 89243.0 no response
24 £ YOI 51 N artive sinole aYnansive SArrer 27977 N nn recnnnse

RapidMiner Data |

(%)

Lodouya (Sph’tData)

[4]




unh 6 msdwundaya (Classification & Regression)

doog1o msaswdulidadulo (Decision Tree) dsslusunsu Rapid Miner Studio

[kuamduns q W X , IkaomTudnlkaaluio:Isurde Y Ikuauuaa Root Giduiidow
1Sun v KSa Branch , Internal Node dao5uismisdaauloluiSos ¢

Jod Aeawisnunundukmulase

Decision Tree 1luinaianoimunnmskioin Training Data fisiid Attribute nalu
niwdu i Free, won ,Cash 01n Label fis i Guozdasiimsuususnmaauldasiodaounga Gou
msmuatush Entropy (15ulnd) ua: Information Gain (IG)

gas Entropy (c1) = -p(cl) log p(cl)

IG (parent, child) = Entropy (parent) - [p(c1) x Entropy(c1l) + p(c2) x Entro
py(c2)+.]

anuruzvaom Entropy msukdaunusuaa:dsudu gud niongas acnwuioiwlu 1

uannsdadlkunozuwndu Root Node fistonansdodnanisnuvousnmaauldasio
galounau

WB2871d015101S8 QS. UgWosT doldauy



. unh 6 msdwundaya (Classification & Regression)

dood1w msasduliidadulo (Decision Tree) dsslusunsu Rapid Miner Studio

doododoya Weather iivamnniionmssdiusu 14 Suidemorsansiimsudoduii
laksalli (mw31i Yes Ado aou = 9 unudsusudih No = 5 unudssdau) wavavsonaudolila
udsdayasonuiudanuINONAIUIN tgas Entropy = 0.97 iishind 1 udanimsnsasdoyaoin
14 doniiwaiu Sunny

[kualkundonsnmaouldagrodaoudu root node riou ludrogrvidon outlook

ws1:imaou outlook = overcast MJudmasulkmasulumoidesladaiou
[ulaawasucnuardhnid udiidonalkuiiudoesissuslavindu

mdoayaidudolay

iSvoardudayaniludalasontioslvuin

uvodayasonilu 2 doulaskinanonars:kiwmdolas 2 m

suowush information Gain 91ndaya 2 douiuuold

idonaanonawnlis Information Gain goAgavldoude

WB2871d015101S8 QS. UgWosT doldauy



1. 9999nuuu Decision Tree g9951uvr18guuKku lagiiu

doyaani wSaudumndo (Data set)
2. ov99anuuu Decision Tree misidnisaau - 15a19101Y
amunadiv 9 (Data set)




e e e e

Somchai male cake
2 Thanawat 18 male Green tea
3 Sirirak 21 female cake
1 Somchai 26 male coffe

1 Somchai 26 male coffe



« Data mining—msmuxdoodoya las as. lnwe duwdu

« www.itscimju.ac.th

» http://dataminingtrend.com/2014/wp-content/uploads/2014/02/RM7_chapterl.pdf

« https://th.wikipedia.org/wiki/%E0%B8%81%E0%B8%B2%E0%B8%A3%E0%BI%80%E0%B8%A3%EO0%B8%B5%E0%B8%
A2%E0%B8%99%E0%B8%A3I%E0%B8%BI%EO0%BI%E8I%EO0%BI%E1 %EOQ%BE8%IABEOC%BE%IABEO%BE%AT%EO0%BE%
BS%E0%B8%9C%E0%B8%BI%E0%BI%89%E0%B8%AA%EOC%BE8%AD%EO0%B8%99

* https://datawow.co.th/blogs/what-is-machine-learning

* https://www.depa.or.th/th/article-view/article11-2563

5ale
https://www.youtube.com/watch?v=9xWroudRc_o
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